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Many existing static analysis algorithms suffer from cubic bottlenecks because of the need to compute a dynamic transitive closure (DTC). For the first time, this paper studies the quantum speedups on searching subtasks in DTC-based static analysis algorithms using quantum search (e.g., Grover’s algorithm). We first introduce our oracle implementation in Grover’s algorithm for DTC-based static analysis and illustrate our quantum search subroutine. Then, we take two typical DTC-based analysis algorithms: context-free-language reachability and set constraint-based analysis, and show that our quantum approach can reduce the time complexity of these two algorithms to truly subcubic ($O(N^2\sqrt{N}\text{polylog}(N))$), yielding better results than the upper bound ($O(N^3/\log N)$) of existing classical algorithms. Finally, we conducted a classical simulation of Grover’s search to validate our theoretical approach, due to the current quantum hardware limitation of lacking a practical, large-scale, noise-free quantum machine. We evaluated the correctness and efficiency of our approach using IBM Qiskit on nine open-source projects and randomly generated edge-labeled graphs/constraints. The results demonstrate the effectiveness of our approach and shed light on the promising direction of applying quantum algorithms to address the general challenges in static analysis.

CCS Concepts: • Computer systems organization → Quantum computing; • Software and its engineering → Automated static analysis.
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1 INTRODUCTION

Static analysis plays a crucial role in approximating the runtime behavior of programs without the need for actual execution, enabling a wide range of applications such as program optimization [10, 26], software vulnerability detection [24, 49, 55, 56, 60] and code embedding [16–18, 53]. However, a cubic bottleneck [34] has appeared as a common issue in various static analysis algorithms, such as context-free-language (CFL) reachability [37, 38, 42], recursive state machine (RSM) reachability [15], and set constraint-based analysis [3, 33]. Overcoming this cubic time complexity is a significant but highly challenging task.

Existing Efforts and Challenges. To better understand the cubic bottleneck, Melski and Reps [42] relate the data-flow reachability to the problem of CFL-reachability. Later, Heintze
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and McAllester [34] formulate the subtyping and data-flow reachability problems as 2-way nondeterministic pushdown automata (2NPDA [2]) and prove that they are 2NPDA-complete such that it is difficult to find a subcubic solution. Previous studies [15, 42] have shown that many of these static analysis approaches are inter-convertible (e.g., CFL-reachability and set constraint-based analysis) and even equivalent (e.g., CFL-reachability and RSM-reachability). This observation highlights the shared intrinsic structures that contribute to the cubic bottleneck.

The primary reason for the $O(N^3)$ bottleneck is that these algorithms are based on dynamic transitive closure (DTC) [34, 36, 48] — maintaining the reachability information in a directed graph between arbitrary pairs of vertices while the graph is dynamically changing [31]. DTC-based static analysis algorithms are partially dynamic and incremental, i.e., only vertex/edge insertions occur without deletions. The searching subtask in a DTC-based analysis is a repeated procedure aiming to find new reachable information for each vertex/edge. It occupies a significant portion of the total analysis time to ensure the convergence and soundness of the underlying algorithm. Taking the CFL-reachability algorithm as an example, given $N$ vertices in an input graph, the algorithm stores the initial edges in a worklist and performs the $O(N)$-time searching subtask for each edge in the worklist to find new reachable vertices. As the worklist is dynamically updated until convergence, the repetition of searching subtasks is bounded by the total number of edges which is $O(N^2)$, resulting in $O(N^3)$ as the total complexity.

It is challenging to break through this cubic bottleneck for general DTC-based analysis. The existing efforts to improve the efficiency of DTC-based static analysis fall into two categories. One is to reduce the complexity without sacrificing precision. Chaudhuri [15] improves the searching subtasks of CFL-reachability by adapting fast set operations, reducing the total complexity to $O(N^3/\log N)$ as the best classical upper bound, which achieves a logarithmic factor speedup over cubic. Boolean Matrix Multiplication (BMM) implies that the transitive closure problem can be solved in truly subcubic time [61], but it works for a restricted version of DTC-based static analysis. An algorithm is truly subcubic if it runs in $O(N^3-\epsilon)$ time for some $\epsilon > 0$. For instance, Chatterjee et al. show that solving Dyck-CFL-reachability, a restricted version of CFL-reachability working on the Dyck language in general graphs, is BMM hard [14]. However, the truly subcubic $O(N^3-\omega)$ bound of CFL-reachability cannot be obtained without obtaining $O(N^3-\omega)$-time combinatorial algorithms for BMM [20, 59].

Another way to speed up DTC-based analysis is to trade precision for efficiency or solve a subset of DTC-based problems with reduced complexity. Taking points-to analysis as an example, Steensgaard’s conditional unification approach [51] achieves an almost linear complexity but yields imprecise results compared to inclusion-based Anderson’s analysis [8]. As another example, Dyck-CFL-reachability [64] can be solved using bidirected trees and graphs in linear time. However, the approach only works on a special case (i.e., the Dyck language) of CFL-reachability analysis.

Insights and Objectives. Pushing the limit of classical algorithms to reduce the complexity of general DTC-based static analysis is extremely hard, with no truly subcubic solution (the best upper bound is $O(N^3/\log N)$) for decades. This work seeks inspiration from an emerging field: quantum computing, which has been well-progressed during the past few years and has shown promising results for many applications. However, applying quantum techniques to address classical problems in the area of programming languages (e.g., cubic bottleneck in static analysis) is still an open question. Our study found that quantum search with a well-designed oracle can solve classical program analysis problems more efficiently. This paper makes the first step by proposing a new quantum search oracle for fundamental DTC-based static analyses and proving that breaking through the cubic bottleneck to truly subcubic is feasible.

Grover’s algorithm or Grover’s search [30] offers a quadratic speedup on unsorted search problems, whereas the classical approach needs a linear time. A few applications have applied
Grover’s search to classical searching problems. In particular, traditional graph searching can be improved using Grover’s algorithm. For example, Dürr et al. [23] present the quantum speedups for minimum spanning tree, connectivity, strong connectivity, and single-source shortest path problems. Ambainis and Špalek [7] propose a quantum breadth-first search algorithm. The key to the effectiveness (in terms of efficiency and consistency with classical results) of Grover’s search lies in its oracle design and implementation. In this work, we aim to explore a highly efficient oracle that works with probability amplification as an alternative subroutine for searching subtasks in DTC-based static analysis to reduce their total complexity.

**Our Solution.** For the first time, we present the quantum speedups on DTC-based static analysis algorithms in this paper. Our approach involves utilizing Grover’s algorithm to handle the core searching subtasks within dynamic transitive closures. However, applying Grover’s algorithm as a subroutine to solve classical problems is not straightforward. Because quantum algorithms operate on quantum inputs, we must first encode classical information into quantum states (or encode classical functions into quantum oracles, as required by Grover’s search) to solve static analysis problems, which is a non-trivial task; well-thought-out designs must be invented to avoid the exponential slowdown in the encoding process. To address this, we demonstrate the use of QRAM [29] to load classical data into a quantum superposition, enabling consistent results with classical algorithms while dealing with the I/O problem in DTC-based static analysis. In addition to input encoding and oracle design, solving (deterministic) static analysis problems using quantum subroutines also requires taming the probabilistic nature of quantum computing. Quantum algorithms are inherently probabilistic [11], and with some small probability, Grover’s search may return inconsistent results compared to classical methods. To reconcile the deterministic nature of static analysis with the probabilistic nature of quantum algorithms, we apply a probability amplification technique [12] (because each output of Grover’s search can be verified in constant time) to reduce the error probability to a desirable level to produce consistent outputs.

We take two typical DTC-based algorithms, CFL-reachability [48] and set constraint-based analysis [33], as our two client applications. As acknowledged by previous efforts, it is hard to find a subcubic procedure for DTC-based static analysis [34]. We address this challenge by presenting a general approach to reducing the overhead of key searching subtasks, which contributes most to the cubic bottleneck and can be replaced by our quantum search subroutine rather than changing the entire structure of the algorithms. For instance, when searching for new reachable vertices of a given edge in an edge-labeled graph during CFL-reachability analysis, the time complexity is reduced from linear to square root using our search subroutine. The total cost is thus reduced, contributed by the cost reduction in each searching subtask. We prove that the (worst-case expected) time complexity of our approach yields a truly subcubic result $O(N^{2.5} \text{polylog}(N))$ (the exponent of $\text{polylog}(N)$ is two) rather than the best-known upper bound by the classical solution. It’s important to note that current limitations in quantum hardware present obstacles to the practical use of Grover’s search today. Therefore, we need to clarify two general assumptions prevalent in the quantum community: the availability of large-scale, noise-free quantum machines and the QRAM model, both of which are discussed in detail in Section 7. It is essential to understand that these assumptions confine the primary contribution of this paper to a theoretical improvement in the time complexity of the cubic bottleneck in DTC-based static analysis, given the current state of technology.

In summary, we make the following contributions:

- We propose the first truly subcubic complexity solution for DTC-based static analysis algorithms equipped with quantum subroutines. The time complexity of two applications: CFL-reachability (Theorem 4.2) and set constraint-based analysis (Theorem 5.2), is improved
to $O(N^{2.5}\text{polylog}(N))$ by replacing classical exhaustive search with the quantum search subroutine to reduce the overall overhead.

- To apply the quantum search subroutine, we present an efficient oracle implementation of Grover’s search based on the QRAM model [29] (Section 3.2), which supports loading classical data into quantum superposition in $O(\text{polylog}(N))$ time, hence making the algorithm practical without affecting the actual speedup. To ensure consistent results with those by the classical approaches, we employ a probability amplification technique to tame further the probabilistic nature of the quantum search (Section 3.3). We formulate the quantum search subroutine for DTC-based static analysis in Algorithm 3 and show that our quantum subroutine produces consistent outputs with classical counterparts.

- We evaluate both the efficiency and correctness of our approach compared to classical methods. We use nine real-world programs and randomly generated edge-labeled graphs/constraints for evaluation using estimations and simulations based on IBM Qiskit [4] (Section 6).

2 BACKGROUND ON QUANTUM COMPUTING

This section provides a brief background of quantum computing and Grover’s search, which serve as the preliminaries of our approach.

2.1 Quantum Bit and Quantum Measurement

In classical computation and information, the bit is the fundamental concept, which can be either 0 or 1 at a time. The quantum bit (qubit) is an analogous concept for quantum computation and information. Quantum mechanics use Dirac notation, and a state $|x\rangle$ in classical computing is denoted as $|\rangle$ in quantum computing, pronounced "ket $x$." A qubit state can be $|0\rangle$ or $|1\rangle$, like classical computing. It can also be a superposition $|\rangle$, the linear combination of states $|0\rangle$ and $|1\rangle$, written as: $|\rangle = a_0|0\rangle + a_1|1\rangle$, where $a_0$ and $a_1$ are complex numbers and $|a_0|^2 + |a_1|^2 = 1$. The superposition of an $n$-qubit system is the linear combination of all possible states of $n$ classical bits (which we call computational basis states in this paper), written as: $|\rangle = \sum_{i=0}^{2^n-1} a_i|i\rangle$, where $a_i$ are complex numbers and $\sum_{i=0}^{2^n-1} |a_i|^2 = 1$.

The advantage of a quantum system is its ability to be in multiple computational basis states at the same time. Specifically, a classical bit can be in either 0 or 1 at a time, but a qubit can be in a superposition, representing $|0\rangle$ and $|1\rangle$ at the same time. For an $n$-qubit system, a quantum system can represent $2^n$ computational basis states at the same time, which offers more power on some problems than classical systems.

Quantum measurement is the way to observe the state of qubits. Suppose we have an arbitrary superposition $|\rangle = \sum_{i=0}^{2^n-1} a_i|i\rangle$; we can measure $|\rangle$ to get its state. However, we cannot see what exact superposition it is. We can only get a computational basis state $i$ after measurement. The measurement operation on qubits makes the superposition state collapse to one of the computational basis states $|i\rangle$ with probability $|a_i|^2$.

2.2 Quantum Gate

The quantum circuit model [19] is developed to enable quantum parallelism on qubits. The basic operations of the circuit model are called quantum gates. There are two categories: single-qubit gates and multi-qubit gates.

Single-qubit gates are operations on a single qubit. They turn a qubit state into another state. Here, we discuss X gate and Hadamard gate.

X gate, also called a quantum NOT gate, performs logical NOT in quantum computing. When applying the X gate on the two computational basis states, the state turns from $|0\rangle$ and $|1\rangle$ to $|1\rangle$ and $|0\rangle$ respectively.
and $|0\rangle$, respectively. For an arbitrary superposition, it swaps the coefficient of computational basis states:

$$X(a_0 |0\rangle + a_1 |1\rangle) = a_0 |1\rangle + a_1 |0\rangle$$

Hadamard gate is another typical gate. In general, the effect of the Hadamard gate is:

$$H(a_0 |0\rangle + a_1 |1\rangle) = \frac{a_0 + a_1}{\sqrt{2}} |0\rangle + \frac{a_0 - a_1}{\sqrt{2}} |1\rangle$$

Hadamard gate has a specific usage when applied on $|0\rangle$ and $|1\rangle$ to generate a superposition with an equal probability of observing 0 or 1, which is widely used in algorithms such as Grover’s search:

$$H(|0\rangle) = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = |+\rangle$$

$$H(|1\rangle) = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle) = |-\rangle$$

**Multi-qubit gates** work on two or more qubits. We show the **CNOT gate** and **Toffoli gate**.

The CNOT gate, also called the CX gate, operates on two qubits. The effect is to flip the state of the target qubit if and only if the control qubit is $|1\rangle$. Suppose the first qubit is the control qubit and the second qubit is the target qubit, then:

$$CNOT(a_0 |00\rangle + a_1 |01\rangle + a_2 |10\rangle + a_3 |11\rangle) =$$

$$a_0 |00\rangle + a_1 |01\rangle + a_2 |11\rangle + a_3 |10\rangle$$

The Toffoli gate is a gate that works on three qubits: two control qubits and one target qubit. The effect is to apply X gate on the target qubit if and only if both control qubits are $|1\rangle$. Suppose the first two qubits are control qubits and the third qubit is the target qubit, then:

$$Toffoli(a_0 |000\rangle + a_1 |001\rangle + a_2 |010\rangle + a_3 |011\rangle +$$

$$a_4 |100\rangle + a_5 |101\rangle + a_6 |110\rangle + a_7 |111\rangle) =$$

$$a_0 |000\rangle + a_1 |001\rangle + a_2 |010\rangle + a_3 |011\rangle +$$

$$a_4 |100\rangle + a_5 |101\rangle + a_6 |110\rangle + a_7 |111\rangle)$$

Especially when setting the target qubit to $|0\rangle$, the effect is the same as computing logical AND (used in the implementation section) of two control qubits and storing the result in the target qubit:

$$Toffoli(a_0 |000\rangle + a_1 |010\rangle + a_2 |100\rangle + a_3 |110\rangle) =$$

$$a_0 |000\rangle + a_1 |010\rangle + a_2 |100\rangle + a_3 |111\rangle$$

### 2.3 Quantum Parallelism

**Quantum parallelism** [43] is a quantum-mechanical effect we can use to build algorithms. In many applications, such as search, the problem is often given as a Boolean function $f$, which is solved by querying $f$ several times. To employ a quantum algorithm to solve this problem, the first step is to encode the function $f$ with a unitary $U_f$, called a quantum oracle. Given the effect of superposition, we can compute $f(x)$ for all $x$ simultaneously by querying the oracle just once (using a superposed state containing all $|x\rangle$’s).
Fig. 1. Quantum parallelism

Figure 1(a) shows a typical circuit design for such a unitary. The input state is a superposition including all computational basis states \( x \), and the results \( f(x) \) are stored in the ancilla qubit. The general effect is:

\[
U_f \left( \sum_{x=0}^{2^n-1} a_x |x \rangle |y \rangle \right) = \sum_{x=0}^{2^n-1} a_x |x \rangle |y \oplus f(x) \rangle
\]

However, taking advantage of the benefit of quantum parallelism is often challenging. To illustrate, consider the case when setting the ancilla qubit to \(|0\rangle\) in Figure 1(b). The effect of this oracle is:

\[
U_f \left( \frac{|00\rangle + |10\rangle}{\sqrt{2}} \right) = \frac{|0, f(0)\rangle + |1, f(1)\rangle}{\sqrt{2}}
\]

Although we have computed and stored the information of \( f(x) \) for all \( x \) in the last qubit, we cannot retrieve them by simply measuring the qubits. The restriction is the same as the limitation of measurement. We can only get one result: 0, \( f(0) \) or 1, \( f(1) \) from one measurement because state \(|\phi\rangle\) is a superposition. The superposition will collapse to a computational basis state when being measured. In general, suppose the input is an \( n \)-qubit register, then we can only get one pair of results: \( x, f(x) \) when being measured, though \( 2^n f(x) \) are evaluated simultaneously. Thus, we need ingenious ways to harness the power of quantum parallelism.

Phase kickback trick is a mechanism to retrieve information. The trick is to set the ancilla qubit as \(|-\rangle = \frac{|0\rangle - |1\rangle}{\sqrt{2}} \), as shown in Figure 2. The phase kickback trick marks the state \(|x\rangle\) satisfying \( f(x) = 1 \) with a minus sign, which can be further utilized in algorithms like Grover’s search. The effect of this trick is:

\[
U_f \left( \sum_{x=0}^{2^n-1} a_x |x \rangle |-\rangle \right) = \sum_{x=0}^{2^n-1} (-1)^{f(x)} a_x |x \rangle |-\rangle
\]

2.4 Grover’s Search

Grover’s search is the crucial technique to improve DTC-based static analysis algorithms in this paper. It solves the problem of finding a target \( x \) satisfying \( f(x) = 1 \) from an unsorted search space with \( N \) elements in \( O(\sqrt{N}) \) time, whereas classical methods solve it in \( O(N) \) time. We say that \( x \) is a target in the following illustration when \( f(x) = 1 \). We say \( x \) is a nontarget when \( f(x) = 0 \).
The procedure of Grover’s search has three components:

**Initialization:** This step aims to construct an equal-probability superposition with all computational basis states. Recall when applying a Hadamard gate on $|0\rangle$, a superposition with equal probability of $|0\rangle$ and $|1\rangle$ is generated:

$$H(|0\rangle) = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = |+\rangle$$

In general, after applying $n$ Hadamard gates on $n$ qubits all initialized with $|0\rangle$, the superposition consists of all computational basis states with equal probability:

$$H(|0\rangle) \otimes H(|0\rangle) \otimes \ldots \otimes H(|0\rangle) = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle$$

(1)

**Oracle:** The effect of the oracle is to split data into two groups (target or nontarget) simultaneously by marking those $|x\rangle$ satisfying $f(x) = 1$ with a minus sign:

$$\sum_{x=0}^{2^n-1} a_x |x\rangle \rightarrow \sum_{y: f(y)=0} a_y |y\rangle - \sum_{z: f(z)=1} a_z |z\rangle$$

(2)

**Diffusion:** By applying $2 |s\rangle \langle s| - I$ where $|s\rangle = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle$, the amplitude (coefficient) of $|x\rangle$ with $f(x) = 1$ is increased to improve the probability of observing $x$:

$$\sum_{x=0}^{2^n-1} a_x |x\rangle \rightarrow \sum_{x=0}^{2^n-1} (2A - a_x) |x\rangle,$$

(3)

where $A$ is the mean of the original amplitudes: $A = \frac{1}{2^n} \sum_{x=0}^{2^n-1} a_x$.

Grover’s search repeats the oracle and diffusion steps $O(\sqrt{N})$ times, as in Figure 3. The number of repetitions is called Grover iteration, where one Grover iteration consists of one oracle call and one diffusion process. In each repetition, the amplitudes of the target states are increased to boost the probability of observing them. Finally, we get a solution of $f(x) = 1$ with a high probability by measuring the final state.

3 QUANTUM SPEEDUPS FOR DTC-BASED STATIC ANALYSIS

We first introduce a motivating example to describe the quantum speedups in searching subtasks in Section 3.1. Then, we provide an effective oracle implementation in Section 3.2, yielding the time complexity $O(\sqrt{N \text{polylog}(N)})$. We illustrate our quantum searching strategy as a subroutine for DTC-based static analysis algorithms in Section 3.3. Finally, we explain why our quantum approach produces consistent results with classical approaches in Section 3.4.
Table 1. row $i$ and row $j$ from an example graph with eight nodes.

<table>
<thead>
<tr>
<th></th>
<th>$i$</th>
<th>$j$</th>
<th>$k$</th>
<th>$l$</th>
<th>$m$</th>
<th>$n$</th>
<th>$o$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i(v_2)$</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$j(v_1)$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

3.1 Motivating Example: Quantum Speedups for Searching Subtasks

Dynamic transitive closure-based static analysis algorithms typically consist of several searching subtasks, which are challenging to improve using classical approaches. To find a way to speed up DTC-based static analysis algorithms, we are inspired by quantum graph algorithms. The following gives a motivating example of the quantum speedup on a DTC-based graph reachability analysis.

In a DTC-based static analysis problem, the searching subtask is to find new reachable information based on current reachability. For illustration, we consider a dynamic transitive closure problem in a given graph $G$ with $N$ nodes, where $\langle i,j \rangle$ (an edge from $i$ to $j$) is given, and then the searching subtask is to look for $k$ such that $\langle j,k \rangle$ exists, but $\langle i,k \rangle$ does not. Storing $G$ uses the adjacency matrix model (i.e., an $N \times N$ Boolean matrix $A$ where $A[i][j] = 1$ iff $(i,j) \in G$). The classical implementation idea is to retrieve row $j$ as vector $v_1$ and row $i$ as vector $v_2$ from the adjacency matrix and then to search all indices $\text{index}$ such that $v_1[\text{index}] = 1$ and $v_2[\text{index}] = 0$, which takes linear time. If we can apply Grover’s search to find all indices instead of an exhaustive search, we may have a quadratic speedup for each searching subtask to reduce the total running time.

Consider a DTC example for $N = 8$, where the current processing edge is $(i,j)$, the row $j$ ($v_1$) and row $i$ ($v_2$) from the adjacency matrix are shown in Table 1. Classically, we need to check each of these eight candidates (corresponding to columns $i$ to $p$) individually to find new reachable nodes from $i$. The classical evaluations of the first seven nodes return false, and the last returns true, resulting in a total of eight processing iterations. By using quantum search, the number of iterations can be reduced to two by Grover’s search for this example. We use binary numbers here to represent the node indices (e.g., 000 to 111 for columns $i$ to $p$) of the eight nodes.

Applying Equation 1 in Grover’s search, the initial superposition can be obtained as:

$$\frac{1}{\sqrt{8}}(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ + |111⟩)$$

After the oracle step, only the sign of $|111⟩$ is changed by Equation 2.

$$\frac{1}{\sqrt{8}}(|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩ - |111⟩)$$

Using Equation 3 to compute the superposition after diffusion, the mean of all coefficients is $\frac{6}{8 \sqrt{8}}$, applying $a_{new} = 2 \times \text{mean} - a_{old}$, and the new superposition is:

$$\frac{1}{2 \sqrt{8}} ((|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩) + \frac{5}{2 \sqrt{8}} |111⟩)$$

Then, we need to repeat the oracle and diffusion steps. After the oracle step using Equation 2, only the sign of $|111⟩$ is changed:

$$\frac{1}{2 \sqrt{8}} ((|000⟩ + |001⟩ + |010⟩ + |011⟩ + |100⟩ + |101⟩ + |110⟩) - \frac{5}{2 \sqrt{8}} |111⟩)$$
In the diffusion step, the mean is $\frac{1}{\sqrt{8}}$. After updating the coefficient using Equation 3, the superposition is obtained as:

$$\frac{1}{4\sqrt{8}} (|000\rangle + |001\rangle + |010\rangle + |011\rangle + |100\rangle + |101\rangle + |110\rangle) + \frac{11}{4\sqrt{8}} |111\rangle$$

The above process takes two Grover iterations consisting of two oracle calls and two diffusion processes. The final state has a $(\frac{11}{4\sqrt{8}})^2 \approx 94\%$ chance of getting 111 (Node $p$) when measured, so we have a 94% chance of getting the target 111 (Node $p$) in only two iterations using Grover’s search. Note that the probability of getting a target node can be increased by running the whole algorithm more times. For instance, running one additional time will make the probability of getting a target 94% $+ 6\% \times 94\% = 99.64\%$. More generally, we can increase the probability close to 100% by running Grover’s search $O(\log N)$ times [12], provided that the output solution can be efficiently verified. The detail is discussed in Section 3.3. The practical implementation of Grover’s search for DTC-based static analysis needs to consider the oracle implementation to compute $v_1[i] \land \neg v_2[i]$, which is omitted in this motivating example. We discuss our oracle design in the following section (Section 3.2).

### 3.2 Oracle Implementation

The complexity $O(\sqrt{N})$ of Grover’s search discussed in Section 2.4 is the query complexity, which measures the number of calls to an oracle without knowing its internal design. A quantum algorithm with smaller query complexity does not necessarily mean it will have the actual speedup because the cost of implementing the circuit for the oracle can be high. To obtain the overall time complexity, this section details the oracle implementation of our quantum search approach.

There are two challenges in implementing an efficient oracle without adversely impacting the time complexity. The first challenge is how to encode classical data into quantum superposition. Loading classical data into a quantum computer is an important and emerging topic in the quantum community. As most quantum algorithms are faster than $O(N)$, the bottleneck in I/O, which typically takes time $O(N)$, becomes a significant problem in quantum computing. The second challenge is how to implement the classical procedure in quantum computing for DTC-based analysis. If the cost of implementing the oracle is $O(N)$ with respect to the search space size $N$, it will incur a higher cost than $O(\sqrt{N})$ in each searching subtask; hence the overall solution is no longer superior to the classical one.

**Model:** We leverage QRAM to implement our oracle. QRAM loads $N$ data into quantum superposition in $O(\text{polylog}(N))$ time [29, 44], which will make the theoretical quantum speedup stand out. Suppose there are $N = 2^n$ classical data stored in a QRAM; the QRAM LOAD operation works as follows:

$$\sum_{i=0}^{2^n-1} a_i |i \rangle |0\rangle \xrightarrow{\text{LOAD}} \sum_{i=0}^{2^n-1} a_i |i \rangle |d_i\rangle,$$

where $d_i$ is the data stored at location $i$. A few feasible implementations of QRAM have been proposed though there is no physical deployment of QRAM in quantum computers for now. For Grover’s search, a binary tree structure has been proposed to tackle database applications [43], which shows the direction of solving the quantum I/O problem. A bucket brigade architecture for a QRAM [29] is designed to reduce the number of switches from linear to $O(\text{polylog}(N))$, providing exponential speedup on the addressing scheme. Recently, reading and writing querying can be done in $O(\text{polylog}(N))$ time using gate parallelism in terms of circuit-depth complexity [44]. Recursively loading classical data into a quantum machine takes $O(\text{polylog}(N))$ time in terms of circuit-depth complexity [21].
**Oracle:** Given the search space of size $N$, we need $n = \lceil \log N \rceil$ address qubits, two ancilla qubits set to $|0\rangle$, and one ancilla qubit set to $|\neg\rangle$. Three steps are then conducted to realize the unitary:

$$\sum_{i=0}^{2^n-1} a_i |i\rangle \rightarrow \sum_{i=0}^{2^n-1} (-1)^{v_1[i] \land v_2[i]} a_i |i\rangle$$

for any $a_i$. Suppose we are provided with the QRAMs for both $v_1$ and $v_2$:

- **Step 1:** For any input state $\sum_{i=0}^{2^n-1} a_i |i\rangle$, we append ancilla qubits and use QRAM LOAD for $v_1$ and $v_2$:

$$\sum_{i=0}^{2^n-1} a_i |0\rangle |0\rangle |\neg\rangle \xrightarrow{\text{LOAD}} \sum_{i=0}^{2^n-1} a_i |v_1[i]\rangle |v_2[i]\rangle |\neg\rangle$$

- **Step 2:** We use a Boolean function $f = v_1[i] \land \neg v_2[i]$ to distinguish targets (solutions of $f(x) = 1$) from nontargets (solutions of $f(x) = 0$) for DTC-based static analysis. The function can be implemented by applying an X gate on the second data qubit to compute $\neg v_2[i]$, followed by a Toffoli gate to compute the result $f = v_1[i] \land \neg v_2[i]$ and store it in the last qubit. When setting the last qubit to $|\neg\rangle$, the phase kickback (discussed in Section 2.3) works. After this, we need to apply an X gate on the second data qubit to recover its state to $v_2[i]$:  

$$\sum_{i=0}^{2^n-1} a_i |v_1[i]\rangle |v_2[i]\rangle |\neg\rangle \rightarrow \sum_{i=0}^{2^n-1} (-1)^{v_1[i] \land \neg v_2[i]} a_i |v_1[i]\rangle |v_2[i]\rangle |\neg\rangle$$

- **Step 3:** Finally, we apply the QRAM LOAD one more time to set ancilla qubits to $|0\rangle$, and the effect of the oracle is realized if the ancilla qubits are omitted:

$$\sum_{i=0}^{2^n-1} (-1)^{v_1[i] \land \neg v_2[i]} a_i |v_1[i]\rangle |v_2[i]\rangle |\neg\rangle \rightarrow \sum_{i=0}^{2^n-1} (-1)^{v_1[i] \land \neg v_2[i]} a_i |0\rangle |0\rangle |\neg\rangle$$

In short, the oracle = LOAD + X + Toffoli + X + (UN)LOAD. The cost of LOAD, and also the oracle, is $O(\text{polylog}(N))$, while the cost of the diffusion operator is $O(\log N)$ [22]. Thus, the total time complexity of our implementation of Grover’s search is $O(\sqrt{N \text{polylog}(N)})$.

Note that our approach needs to mark the found target as a nontarget (i.e., update $v_2[x] = 1$) after each successful search, which can be done efficiently without increasing the cost of the oracle.

In the QRAM model, data can be stored in a classical database [43], and modifying a single item in the classical database does not impact the quantum circuit. Hence, the complexity of the oracle remains unaffected.

### 3.3 Quantum Searching Subroutine for DTC-Based Static Analysis

After discussing the oracle implementation, we can now use time complexity to measure the cost of our overall approach. To reduce the cost of searching subtasks in DTC-based static analysis algorithms, we use an approach that is based on a general Grover’s search algorithm. This approach enables us to locate a single target ($f(x) = 1$) within a search space of size $N$, containing $M$ targets, with an expected number of queries of $O(\sqrt{N/M})$, even without prior knowledge of $M$. It is worth noting that the number of queries corresponds to the calls made to the quantum oracle, where each Grover iteration comprises one oracle call and one diffusion process. To address the probabilistic nature of quantum computing, we employ an efficient probability amplification technique to achieve deterministic static analysis. This approach enhances the probability of obtaining accurate results with confidence, compensating for the inherent probabilistic outcomes in quantum computations.
Algorithm 1: Grover Search

**Input:** Quantum oracle $O_f$, iteration number $j$
**Output:** $x$ which might be a target

1. Initialize superposition $|\phi\rangle$ as discussed in Section 3.2 and set $iteration = 0$
2. for $iteration < j$ do
   3. $|\phi\rangle = O_f |\phi\rangle$ // Apply Oracle.
   4. $|\phi\rangle = U_D |\phi\rangle$ // Apply Diffusion.
   5. $iteration += 1$
6. Measure according to the computational basis and return the outcome

Algorithm 2: Quantum Search for Finding One out of $M$ Targets from $N$ Elements

**Input:** Search space size $N$, classical $O(1)$-time verification function $\text{VERIFY}(x)$, quantum oracle $O_f$
**Output:** One target $x$ with $\text{VERIFY}(x) = True$ or -1 meaning no target is found

1. Initialize $m = 1$, $\lambda = \frac{6}{3}$ and $total = 0$
2. $j = \text{randint}(0, m)$ // Choose $j$ uniformly at random among the non-negative integers smaller than $m$.
3. $x = \text{Algorithm1}(O_f, j)$ // Apply $j$ iterations of Grover’s search and then observe the index register to get an output $x$.
4. $total += j$
5. if $\text{VERIFY}(x) == True$ then
   6. return $x$ // Successfully find a target $x$.
7. else
   8. if $total \geq \sqrt{N}$ then
      9. return -1 // No target with a high probability.
   10. $m = \min(\lambda m, \sqrt{N})$ // Increase $m$ for the next attempt.
   11. go to line 2 // Try search more times.

We present Algorithm 1 as a formulation of Grover’s search, allowing for a specified number of Grover iterations ($j$ queries) as input. By executing $j$ iterations of Grover’s search, the probability of observing targets is increased, although reaching a very high probability is not guaranteed. The more general implementation of Grover’s search with an unknown number of targets (i.e., $M$ is unknown) [11] is illustrated in Algorithm 2, which finds one target in $O(\sqrt{N/M})$ expected queries. Algorithm 2 begins with a random guess ($m = 1$ at Line 1) and iteratively calls Grover’s search (Line 3) by adjusting the values of $m$ and $j$ (Line 10 and back to Line 2) until a target index is found (Line 6), or no target is observed after $O(\sqrt{N})$ queries, indicated by the return value -1 (Line 9). Note that although returning $x$ at Line 6 ensures that $x$ is indeed a target, returning -1 at Line 9 does not necessarily mean no target in the current database. However, repeating the search $\sqrt{N}$ times until claiming so (Line 8) guarantees that the probability of making this type of mistake is exponentially small [11, Theorem 3].

**Lemma 3.1.** [11, 23] Algorithm 2 uses Grover’s search and finds one out of $M$ targets after an expected number of at most $0.9\sqrt{N/M}$ queries (number of calls to the oracle) with a high probability.
The output of the subroutine is uniformly at random among the \( M \) targets. The algorithm does not need prior knowledge of \( M \) before searching.

**Theorem 3.2.** The time complexity of Algorithm 2 in DTC-based static analysis problems is \( O(\sqrt{NM}/M\text{polylog}(N)) \).

**Proof.** According to Lemma 3.1, the expected query complexity of Algorithm 2 is \( O(\sqrt{N/M}) \). Each query consists of two steps: oracle and diffusion with the cost of \( O(\text{polylog}(N)) \) and \( O(\log N) \), respectively, yielding the total time complexity \( O(\sqrt{N/M}\text{polylog}(N)) \). Note that the time complexity discussed in this paper is the worst-case expected time complexity due to the probabilistic nature of Grover’s search.

In DTC-based static analysis, we need to find all \( M \) targets instead of one target. Hence we need to analyze the cost of finding all \( M \) targets based on Theorem 3.2. To eliminate the possibility of re-finding a target that was already found in the previous rounds, we need to mark the found target as a nontarget in QRAM and decrease the number of targets by one in the next search.

**Theorem 3.3.** All \( M \) targets from an \( N \)-size search space can be found in \( O(\sqrt{NM}\text{polylog}(N)) \) time.

**Proof.** As discussed in Section 3.2, data of QRAM can be stored in a classical database. One data can be modified efficiently in the classical database without increasing the oracle overhead. When we have found \( i \) targets, the number of targets in the search space becomes \( M - i \), so the cost of finding the \( i \)-th target is \( O(\sqrt{N/(M - i)}\text{polylog}(N)) \). Therefore, the total cost becomes

\[
O(\sqrt{N/M}\text{polylog}(N)) + O(\sqrt{N/(M-1)}\text{polylog}(N)) + \cdots + O(\sqrt{N}\text{polylog}(N))
\]

\[= O(\sqrt{N}\text{polylog}(N) \sum_{k=1}^{M} \frac{1}{\sqrt{k}}) \approx O(\sqrt{N}\text{polylog}(N) \int_{1}^{M+1} \frac{1}{\sqrt{x}} dx)
\]

\[= O(2\sqrt{N}\text{polylog}(N)\sqrt{M + 1 - 1}) = O(\sqrt{NM}\text{polylog}(N)).
\]

In the end, an additional \( O(\sqrt{N}\text{polylog}(N)) \) time is needed to claim we have found all targets, but this does not add to the total (asymptotic) cost.

Note that even if there are some targets, there is a very small chance that Algorithm 2 may fail to find them. To deal with this issue, we call Algorithm 2 at most \( c \log N \) times where \( c \) is a small integer (e.g., \( \geq 3 \)) for each target (Line 3) in Algorithm 3, hence taming the error probability to yield consistent results as the classical approach as explained in Section 3.4. An index \( x \) is returned after each call (Line 4). If \( x \neq -1 \), it is a target (verified in Algorithm 2), then added to the result list and marked as a nontarget in the following rounds (Lines 5-7) per discussed in Theorem 3.3. Note that the oracle \( O_f \) is updated at this step without increasing its execution cost, as discussed in Section 3.2. When a target is found, we restore the *iteration* and continue looking for the next target (Line 8). If \( x = -1 \) (Algorithm 2 claims no target with a high probability), Algorithm 3 continues searching (Lines 9-10) until Algorithm 2 continuously claims no target \( c \log N \) times.

We prove that our search subroutine (each time when Algorithm 3 is called) successfully finds all \( M \) targets from \( N \) elements with probability at least \( (1 - \frac{1}{N^2})^M \) (Theorem 3.4). The overall success probability of applying Algorithm 3 is at least \( 1 - \frac{1}{N^{c+2}} \) (Theorem 3.5) when used in DTC-based static analysis to generate consistent results with the classical counterpart.

**Theorem 3.4.** Algorithm 3 finds all \( M \) targets from an \( N \)-size search space in \( O(\sqrt{NM}\text{polylog}(N)) \) time with a success probability at least \( (1 - \frac{1}{N^c})^M \), where \( c \) is a small integer \( \geq 3 \).
The deterministic output is a fundamental expectation for most static analysis algorithms, necessitating an explanation of why quantum algorithms can be applied and accepted within the static analysis community. Our quantum approach is precision-preserving. Though Grover’s search is probabilistic in nature, Algorithm 2 [11] can almost achieve the certainty of finding the searching targets. Algorithm 3 (our subroutine) further tames the probability issue to improve Algorithm 2 to find all $M$ targets. Note that even the current classical hardware devices have a very small probability of error, called the hardware failure rate [35]. Therefore, from a practical point of view, we improve the probability of finding all solutions (consistent results) in DTC-based static analysis to at least $1 - \frac{1}{N^{c/2}}$, where $c$ is a small integer $\geq 3$.

**Theorem 3.5.** The probability of applying Algorithm 3 on DTC-based static analysis to generate consistent results with the classical approach is at least $1 - \frac{1}{N^{c/2}}$, where $c$ is a small integer $\geq 3$.

**Proof.** The DTC-based static analysis algorithms generally need to find $O(N^2)$ targets. According to Theorem 3.4, the success probability of finding all $M$ targets from $N$-size search space in one call to Algorithm 3 is at least $(1 - \frac{1}{N^c})^M$. The DTC-based static analysis calls Algorithm 3 multiple times to find all solutions. Suppose the $i$-th call has $M_i$ targets to find and $0 \leq M_1 + M_2 + \cdots \leq N^2$. The success probability of finding all solutions is $(1 - \frac{1}{N^c})^{M_1} \times (1 - \frac{1}{N^c})^{M_2} \times \cdots = (1 - \frac{1}{N^c})^{M_1+M_2+\cdots} \geq (1 - \frac{1}{N^c})^{N^2} \geq 1 - \frac{1}{N^{c/2}}$. Hence, we improve the probability of finding all solutions (consistent results) in DTC-based static analysis to at least $1 - \frac{1}{N^{c/2}}$. 

### 3.4 Consistent results with the classical method

The deterministic output is a fundamental expectation for most static analysis algorithms, necessitating an explanation of why quantum algorithms can be applied and accepted within the static analysis community. Our quantum approach is precision-preserving. Though Grover’s search is probabilistic in nature, Algorithm 2 [11] can almost achieve the certainty of finding the searching targets. Algorithm 3 (our subroutine) further tames the probability issue to improve Algorithm 2 to find all $M$ targets. Note that even the current classical hardware devices have a very small probability of error, called the hardware failure rate [35]. Therefore, from a practical point of view, we improve the probability of finding all solutions (consistent results) in DTC-based static analysis to at least $1 - \frac{1}{N^{c/2}}$. 

---

**Algorithm 3:** Improved Search Subroutine for Finding $M$ Targets from $N$ Elements

**Input:** Vector $v_1$ and $v_2$, search space size $N$, classical $O(1)$-time verification function $\text{VERIFY}(x)$

**Output:** List $L$ containing all targets

1. Set $iteration = 0$ and $c$ to a small integer (e.g., $\geq 3$) // Further explained in Section 3.4
2. The oracle $O_f$ is implemented using the approach discussed in Section 3.2
3. while $iteration < c \log N$ do // Probability amplification.
4. 
5. if $x \neq -1$ then // $x$ is indeed a target.
6. 
7. if $x = \text{Algorithm 2}(N, \text{VERIFY}, O_f)$ then // Get candidate $x$ in $O(\sqrt{N/M\text{polylog}(N)})$.
8. 
9. 
10. 
11. return $L$
a probabilistic algorithm whose error probability is less than the hardware failure rate is acceptable (and can be safely regarded as a deterministic one). In this paper, we use probability amplification to reduce the error probability of our algorithm to a desirable level. Theorem 3.5 shows that our algorithm produces consistent results with classical algorithms with a probability of at least $1 - \frac{1}{N^{c}}$, where $c$ is a constant no less than 3. For a large $N$, it is safe to set $c$ to 3 because $\frac{1}{N}$ is close to 0 if $N$ is a very large number. For a smaller $N$, we can adjust $c$ to reduce the error probability to small enough. As an example, if the input size is $N = 10^4$, we can set $c = 4$ to have a bounded error probability $10^{-8}$.

4 APPLICATION I: QUANTUM SPEEDUPS ON CFL-REACHABILITY

In this section, we introduce the quantum speedups on CFL-reachability analysis and then move to set constraints solved in Section 5. CFL-reachability is a typical algorithm used in multiple static analysis techniques, like interprocedural slicing, data-flow analysis, shape analysis, etc. In this section, we first formulate the conventional CFL-reachability algorithm and analyze its complexity in Section 4.1. After this, we show how to improve it with our search subroutine and analyze the improved complexity in Section 4.2. Finally, we provide a running example to illustrate the improvement brought by our quantum solution in Section 4.3.

4.1 Classical CFL-Reachability Algorithm

**Definition.** Let $CFG = (\Sigma, N, P, S)$ be the context-free grammar (alphabet $\Sigma$, nonterminal symbols $N$, production rule $P$, and start symbol $S$). Given a CFG and an edge-labeled graph $G = (V, E)$, where $A \langle i, j \rangle \in G$ means a directed edge from $i$ to $j$ with a terminal or nonterminal $A$. An $S$-path is a sequence of edge labels following the path order in $G$. We denote two nodes (Nodes $src$ and $snk$) as $S$-reachable if there is an $S$-path from src to snk.

The CFL-reachability problem has four variants: single-source, single-target, single-source-single-target, and all-pairs $S$-path problems. We consider the all-pairs $S$-path problem to find all $S$-reachable nodes for each node because this problem is the most complex one and also suffers the cubic bottleneck. Other three problems can be considered as a subset of the all-pairs $S$-path problem and can also benefit from the improvement made to the all-pairs $S$-path problem.

**Algorithm.** The pseudocode of CFL-reachability is given in Algorithm 4. The all-pairs CFL-reachability computes the transitive closure of a graph based on the production rules shown in Figure 4:

- **a)** Lines 2-5: All nodes have a self-pointed edge labeled with $X$ if there is a production rule $X \rightarrow \epsilon$.
- **b)** Lines 8-10: Add an edge $X \langle i, j \rangle$ if there is an edge $Y \langle i, j \rangle$ and a production rule $X \rightarrow Y$.
- **c)** Lines 11-14: Add an edge $X \langle i, k \rangle$ if there are edges $Y \langle i, j \rangle$, $Z \langle j, k \rangle$, and a production rule $X \rightarrow YZ$.
**Algorithm 4: CFL-Reachability Baseline Algorithm**

**Input:** Edge-labeled directed graph $G = (V, E)$, normalized CFG = $(\Sigma, N, P, S)$

**Output:** Set $\{(i, j) \mid S \{i, j\} \in G\}$

1. Initialize worklist $W$ and add $E$ to $W$

2. foreach production $X \rightarrow \epsilon \in P$
   
   3. foreach node $v \in V$
      
      4. if $X \langle a, v \rangle \not\in E$ then
         
         5. add $X \langle a, v \rangle$ to $E$ and to $W$

6. while $W$ is not empty do

   7. Select and remove an edge $Y \langle i, j \rangle$ from $W$

   8. foreach production $X \rightarrow Y \in P$
      
      9. if $X \langle i, j \rangle \not\in E$ then
          
          10. add $X \langle i, j \rangle$ to $E$ and to $W$

   11. foreach production $X \rightarrow YZ \in P$

     12. foreach outgoing edge $Z \langle j, k \rangle$ from node $j$
        
        13. if $X \langle j, k \rangle \not\in E$ then
            
            14. add $X \langle j, k \rangle$ to $E$ and to $W$

   15. foreach production $X \rightarrow ZY \in P$

     16. foreach incoming edge $Z \langle k, i \rangle$ to node $i$
        
        17. if $X \langle k, j \rangle \not\in E$ then
            
            18. add $X \langle k, j \rangle$ to $E$ and to $W$

---

d) Lines 15-18: Add an edge $X \langle k, j \rangle$ if there are edges $Z \langle k, i \rangle$, $Y \langle i, j \rangle$, and a production rule $X \rightarrow ZY$.

**Theorem 4.1.** Let $|\Sigma|$ be the size of the elements of terminals and nonterminals in the normalized grammar, and $N$ be the number of nodes in the graph; then the total cost is $O(|\Sigma|^3N^3)$.

**Proof.** There may be $O(|\Sigma|N)$ outgoing and incoming edges for each node, so the total number of edges is bounded by $O(|\Sigma|N^2)$. The cost of Lines 1-5 is trivial because the cost of Line 1 is $O(|\Sigma|N^2)$, and the cost of Lines 2-5 is $O(|\Sigma|N)$. The worklist $W$ may store $O(|\Sigma|N^2)$ edges, so the while loop in Line 6 may repeat $O(|\Sigma|N^2)$ times. The total cost of Lines 8-10 is $O(|\Sigma|N^2 \times O(|\Sigma|)) = O(|\Sigma|^2N^2)$. Lines 11-14 and Lines 15-18 may repeat $O(|\Sigma|^2N)$ leading to the total cost of Lines 11-14 and Lines 15-18 being $O(|\Sigma|N^2 \times O(|\Sigma|^2N)) = O(|\Sigma|^3N^3)$. In the CFL-reachability problem, we can treat $|\Sigma|$ as a constant factor to the number of nodes $N$, so the total cost is bounded by $O(N^3)$. □

### 4.2 Quantum CFL-Reachability Algorithm

To reduce the complexity of the traditional CFL-Reachability algorithm (Algorithm 4), we focus on improving its searching subtasks (Lines 11-18). In this case, we can use the searching subroutine (i.e., Algorithm 3 in Section 3.3) to speed up the key searching subtasks. Note that we use the matrix model (i.e., an $N \times N \times |\Sigma|$ Boolean matrix $A$ where $A[i][j][Y] = 1$ if $Y \langle i, j \rangle \in G$) to represent the graph $G$ with $N$ nodes and $|\Sigma|$ alphabets, where $G[i][:] [X]$ represents the $i$-th row with label $X$, and $G[:,i][X]$ represents the $i$-th column with label $X$. 

---
We aim to show the differences between our approach and the classical method in finding one or multiple targets on the graph. Note that we omit the logarithmic factor due to a small searching space (i.e., set the number of iterations to 1 instead of \(c \log N\) at Line 3 of Algorithm 3). In the example, we compute the number of quantum iterations and the corresponding success probability

\[ \sum_{w \in W}^{X \rightarrow YZ} \sqrt{Nt} \text{polylog}(N) \]

\[ \leq |\Sigma|^2 \text{polylog}(N) \sum_{w \in W} \sqrt{Nt} \]

\[ \leq |\Sigma|^2 \text{polylog}(N) \sqrt{\sum_{w \in W} N} \sqrt{\sum_{w \in W} t} \]

\[ \leq |\Sigma|^2 \text{polylog}(N) \sqrt{N \times |\Sigma|N^2 \sqrt{\Sigma |N^2}} \]

\[ = O(|\Sigma|^3 N^2 \sqrt{N} \text{polylog}(N)) \]

The first inequality holds because the number of possible \(X \rightarrow YZ\) is bounded by \(O(|\Sigma|^2)\) for a fixed \(Y\). The second inequality is the Cauchy-Schwarz inequality [58]. For the third inequality, the number of edges is bounded by \(O(|\Sigma|N^2)\), and the number of elements \(w \in W\) is also bounded by \(O(|\Sigma|N^2)\). Thus, \(\sum_{w \in W} N\) is bounded by \(O(\sqrt{N \times |\Sigma|N^2})\). Because the algorithm adds \(X \langle i, k\rangle\) to \(W\) when finding a \(X \langle i, k\rangle\), the term \(\sqrt{\sum_{w \in W} t}\) is the same as the number of elements that may appear in worklist \(W\), which is \(O(\sqrt{|\Sigma|N^2})\). Finally, the upper bound of this algorithm is \(O(|\Sigma|^3 N^2 \sqrt{N} \text{polylog}(N))\). Because \(|\Sigma|\) is a constant factor to \(N\), the algorithm is bounded by \(O(N^2 \sqrt{N} \text{polylog}(N))\). The proof of Lines 15-18 is the same as that of Lines 11-14. Finally, the algorithm outputs the same results as the classical approach based on Theorem 3.5.

### 4.3 Quantum Speedups on a CFL-Reachability Example

Figure 5 gives an eight-node graph example to illustrate the quantum speedups on CFL-reachability. We aim to show the differences between our approach and the classical method in finding one or multiple targets on the graph. Note that we omit the logarithmic factor due to a small searching space (i.e., set the number of iterations to 1 instead of \(c \log N\) at Line 3 of Algorithm 3). In the example, we compute the number of quantum iterations and the corresponding success probability.
which no target is found in the example, the classical number of iterations is eight in each process. After this, the algorithm enters the while loop (Line 6). The resulting graph and worklist of each $X \cdot m$ to find targets with number of iterations is at most 8 in Algorithm 3. The subroutine Algorithm 3 first calls Algorithm 2 in Loop Iteration 1, two edges are added to the graph, which takes eight iterations. In contrast, the exceed the threshold, we stop and believe there is no more target. When processing edge $Y \cdot Y$ of Algorithm 2). For this example, the timeout threshold is $128$. In quantum search, this is solved by approximate timeout. We set the timeout threshold as $\sqrt{N}$ with $N$ alphabets in the following analysis; therefore, $N$ iterations are required to check all the neighbors of a given node.

The initial graph shown in Figure 5 (a) contains only one production rule: $X \rightarrow YZ$. Accordingly, the worklist $W$ is initialized with five labeled edges: $\{Y \langle i, j \rangle, Z \langle j, p \rangle, Z \langle j, o \rangle, Y \langle k, l \rangle, Z \langle l, m \rangle\}$. There is no edge added in Line 2 because our example does not contain the production $X \rightarrow \epsilon$. After this, the algorithm enters the while loop (Line 6). The resulting graph and worklist of each loop iteration for classical computing are as follows:

- **Loop Iteration 1:** Edge $Y \langle i, j \rangle$ is firstly popped from the worklist $W$. There is no execution for Lines 8-10. Lines 11-14 find new reachable edges because of a production $X \rightarrow YZ$. To do this, Lines 13-14 are repeated eight times based on the matrix model and determine that $X \langle i, p \rangle$ and $X \langle i, o \rangle$ should be added to the graph and the worklist. An additional eight iterations are needed for Lines 17-18 to check incoming edges, but no new edges are found. Then the graph is changed to Figure 5 (b), and $W = \{Z \langle j, p \rangle, Z \langle j, o \rangle, Y \langle k, l \rangle, Z \langle l, m \rangle, X \langle i, p \rangle, X \langle i, o \rangle\}$.

- **Loop Iterations 2-5:** Next, $Z \langle j, p \rangle$ is selected from $W$. Intuitively, the graph is unchanged, but there are 16 iterations during processing (8 iterations for checking incoming edges and 8 for checking outgoing edges). Similar processes occur when processing $Z \langle j, o \rangle, X \langle i, p \rangle,$ and $X \langle i, o \rangle$. Each process needs 16 iterations, resulting in a total iteration of 80, and $W = \{Y \langle k, l \rangle, Z \langle l, m \rangle\}$.

- **Loop Iteration 6:** Then, $Y \langle k, l \rangle$ is selected. Searching for outgoing edges needs eight iterations, and searching for incoming edges needs additional eight iterations. A new edge $X \langle k, m \rangle$ is found and added to the graph, resulting in the graph changing to Figure 5 (c) and $W = \{Z \langle l, m \rangle, X \langle k, m \rangle\}$.

- **Loop Iterations 7-8:** Finally, $Z \langle l, m \rangle$ and $X \langle k, m \rangle$ are processed one by one. The graph reaches a fixed point because no edge is added, but the total number of iterations is increased by 32 up to 128.

When using our search subroutine, the number of iterations in searching tasks is significantly reduced. Next, we study the number of Grover iterations (one Grover iteration consists of one oracle call and one diffusion process) and the probability of getting targets. For the 14 cases in which no target is found in the example, the classical number of iterations is eight in each process. In quantum search, this is solved by approximate timeout. We set the timeout threshold as $\sqrt{N}$ (Line 8 of Algorithm 2). For this example, the timeout threshold is $\sqrt{N} \approx 3$. If the number of iterations exceeds the threshold, we stop and believe there is no more target. When processing edge $Y \langle i, j \rangle$ in Loop Iteration 1, two edges are added to the graph, which takes eight iterations. In contrast, the number of iterations is at most 8 in Algorithm 3. The subroutine Algorithm 3 first calls Algorithm 2 to find targets with $m$ initialized to 1. The superposition modification (omit other qubits except for the index register) is shown below:

![Fig. 5. Example input graph.](image-url)
We begin with a superposition with an equal probability according to Equation 1:
\[
\frac{\mid 000 \rangle + \mid 001 \rangle + \mid 010 \rangle + \mid 011 \rangle + \mid 100 \rangle + \mid 101 \rangle + \mid 110 \rangle + \mid 111 \rangle}{\sqrt{8}}
\]

Applying Equation 2, 110 (o) and 111 (p) are marked by the oracle:
\[
\frac{\mid 000 \rangle + \mid 001 \rangle + \mid 010 \rangle + \mid 011 \rangle + \mid 100 \rangle + \mid 101 \rangle - \mid 110 \rangle - \mid 111 \rangle}{\sqrt{8}}
\]

The mean of the above superposition is \( \frac{4}{8\sqrt{8}} \), which means the next superposition using Equation 3 is:
\[
0 \times (\mid 000 \rangle + \mid 001 \rangle + \mid 010 \rangle + \mid 011 \rangle + \mid 100 \rangle + \mid 101 \rangle) + \frac{2}{\sqrt{8}} \times (\mid 111 \rangle + \mid 110 \rangle)
\]

The probability of getting a target is \( (\frac{2}{8\sqrt{8}})^2 + (\frac{2}{8\sqrt{8}})^2 = 100\% \), and we can get either 110 (o) or 111 (p). Suppose we get 110 (o) in this step; the next search is to find 111 (p). The superposition modification is the same as Section 3.1. We have about a 94\% chance of finding target 111 (p). Note that we also need to deal with the case with no target. In this example, we use 1 (finding either 110 (o) or 111 (p)) + 2 (finding rest) + 3 (no more target) = 6 as the number of iterations using our approach to deal with outgoing edges from \( j \) based on edge \( Y \langle i, j \rangle \) in Loop Iteration 1. Note that if we measure the register qubits and unfortunately fail to get the target 111 (p), the subroutine in Algorithm 3 handles this by doing more repetition, and the following search still has a 94\% chance to output target 111 (p). The probability of getting a target from these two searches is improved to 94\% + 6\% \times (94\%) = 99.64\%.

When processing outgoing edges from \( l \) based on edge \( Y \langle k, l \rangle \) in Loop Iteration 6, one edge is added, but eight iterations are needed. In the quantum version, the superposition modification is like the one in Section 3.1, which has a 94\% chance of getting a target, so the number of iterations here is reduced to 5 in the quantum version. Running the search one more time would increase the chance to 99.64\%, like the previous analysis.

To sum up, the total number of iterations using our approach is \( 3 \times 14 + 6 + 5 = 53 \) instead of \( 8 \times 16 = 128 \) for the classical method. In the example above in this section, we give a concrete example of using our quantum subroutine to reduce the number of iterations with \( N = 8 \). We show that case \( M = 0 \) with approximate timeout and \( M = 1 \) with more attempts. The case \( M = 2 \) is a particular case when \( M = \frac{N}{4} \) and the probability of finding a target is a certainty.

5 APPLICATION II: QUANTUM SPEEDUPS ON SET CONSTRAINTS
Set constraints have also been used in many static program analysis applications, including type inference, inclusion-based analysis, etc. We first detail the original set constraints reduction algorithm (called SC-Reduction) and its complexity in Section 5.1. Then, we present how to improve the algorithm using our search subroutine and analyze its improved complexity in Section 5.2. We also give an example to illustrate our improvement in Section 5.3.

5.1 Classical SC-Reduction Algorithm
Definition. A set constraint is a relation of form \( V \supseteq \text{sexp} \), where \( V \) and \( \text{sexp} \) are set expressions. Set expressions consist of set variables (denoted by \( X, Y, ... \)), atomic expression \( c(V_1, ..., V_r) \), and projection pattern \( c_i^{-1}(V) \). \( c \) is called a constructor in an atomic expression, and \( c_i^{-1}(V) \) asks for the \( i \)-th element in \( V \). In the set constraints problem, a ground term of constructors is an empty constructor or \( c(V_1, ..., V_r) \) if all set variables \( V_1, ..., V_r \) are ground terms.
Algorithm 5: SC-Reduction Baseline Algorithm

**Input:** A collection of set constraints \( C \)

**Output:** A collection of solved set constraints \( C \)

1. Initialize worklist \( W \) to \( \{ X \supseteq a \in C \mid a \text{ is a nullary constructor} \} \)
2. Mark all set variables as having the property “not ground”

while \( W \) is not empty do

3. Select and remove a constraint \( X \supseteq \text{sexp} \) from \( W \)
4. if \( X \supseteq \text{sexp} \) is of the form \( X \supseteq c(V_1, V_2, ..., V_r) \) then
5. \hspace{1em} foreach constraint \( Y \supseteq c_i^{-1}(X) \) in \( C \) do
6. \hspace{2em} if \( Y \supseteq V_i \) is not in \( C \) then
7. \hspace{3em} Insert \( Y \supseteq V_i \) into \( C \) and \( W \)
8. \hspace{1em} foreach constraint \( Y \supseteq X \) in \( C \) do
9. \hspace{2em} if \( Y \supseteq c(V_1, V_2, ..., V_r) \) is not in \( C \) then
10. \hspace{3em} Insert \( Y \supseteq c(V_1, V_2, ..., V_r) \) into \( C \) and \( W \)

else if \( X \supseteq \text{sexp} \) is of the form \( X \supseteq Y \) then
12. \hspace{1em} foreach constraint \( Y \supseteq c(V_1, V_2, ..., V_r) \) in \( C \) do
13. \hspace{2em} if \( V_1, ..., V_r \) are all ground then
14. \hspace{3em} if \( X \supseteq c(V_1, V_2, ..., V_r) \) is not in \( C \) then
15. \hspace{4em} Insert \( X \supseteq c(V_1, V_2, ..., V_r) \) into \( C \) and \( W \)
16. \hspace{1em} if \( X \) is not marked as ground then
17. \hspace{2em} Mark \( X \) as ground
18. \hspace{1em} foreach constraint \( Y \supseteq c(...)X... \) in the original collection of constraints do
19. \hspace{2em} if all set variables used in \( c(...)X... \) are ground then
20. \hspace{3em} Insert \( Y \supseteq c(...)X... \) into \( W \)
21. \hspace{1em} foreach constraint \( Y \supseteq X \) in the original collection of constraints do
22. \hspace{2em} Insert \( Y \supseteq X \) into \( W \)

Algorithm. The algorithm for set constraints is given in Algorithm 5. Let \( C \) be a collection of set constraints, and the constraints can be solved by repeating two steps:

a) Add constraint \( X \supseteq V_i \) to \( C \) if both \( X \supseteq c_i^{-1}(Y) \) and \( Y \supseteq c(V_1, ..., V_r) \) exist in \( C \) and \( c(V_1, ..., V_r) \) is ground.

b) Add constraint \( X \supseteq c(V_1, ..., V_r) \) to \( C \) if both \( X \supseteq Y \) and \( Y \supseteq c(V_1, ..., V_r) \) exist in \( C \) and \( c(V_1, ..., V_r) \) is ground.

**Theorem 5.1.** Let \( k \) be the number of atomic expressions used in \( C \), \( a \) be the number of set variables used in \( C \), \( p \) be the maximum number of projection constraints that can match with a given constraint of the form \( Y \supseteq c(V_1, V_2, ..., V_r) \), and \( N \) be the total number of constraints in the original problem; then the time complexity of this algorithm is \( O(pk + kw^2 + N) = O(N^3) \).

**Proof.** The number of constraints in format \( X \supseteq c(V_1, V_2, ..., V_r) \) is bounded by \( O(kw) \), and the number of constraints in format \( X \supseteq Y \) is bounded by \( O(w^2) \), so the while loop of Line 3 may repeat \( O(kw + w^2) \) times. The for loop of Line 6 may repeat \( O(p) \) times, and the loop of Line 9 may repeat
To improve the performance, the key is to reduce the searching cost of Lines 5-11. The method is

\[ p_{\text{proj}} = 20 \]
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search space has \( i \) elements. The total cost is the cost of Lines 5-11 (denoted as

\[ O(p) \]

Based on Grover’s search is bounded by

\[ O(\sqrt{N}) \]

case, Lines 6-8, 9-11, and 13-16 are replaced by applying Algorithm 3. To illustrate, we first consider

\[ \sum_{i} \]

The time complexity of the SC-Reduction algorithm using the search subroutine

\[ O(\sqrt{N}) \]

Concretely, Lines 6-8 are replaced by:

\[
\text{foreach } V_i \in c(V_1, V_2, \ldots, V_r) \text{ do}
\]

\[
\text{foreach } Y \in L \text{ do}
\]

\[
\text{Insert } Y \supseteq V_i \text{ into } C \text{ and } W
\]

Lines 9-11 are replaced by:

\[
\text{foreach } c(V_1, V_2, \ldots, V_r) \text{ in } L \text{ do}
\]

\[
\text{Insert } X \supseteq c(V_1, V_2, \ldots, V_r) \text{ into } C \text{ and } W
\]

The for loop

\[
\text{foreach } c(V_1, V_2, \ldots, V_r) \text{ in } L \text{ do}
\]

\[
\text{Insert } X \supseteq c(V_1, V_2, \ldots, V_r) \text{ into } C \text{ and } W
\]

\[ \text{The for loop } \text{is replaced by:} \]

\[
\text{foreach } c(V_1, V_2, \ldots, V_r) \text{ in } L \text{ do}
\]

\[
\text{Insert } X \supseteq c(V_1, V_2, \ldots, V_r) \text{ into } C \text{ and } W
\]

THEOREM 5.2. The time complexity of the SC-Reduction algorithm using the search subroutine

based on Grover’s search is bounded by \( O(N^2\sqrt{\ell}\text{polylog}(N)) \).

Proof. The proof is similar to that in Theorem 4.2. Let \( t_i \) be the number of targets found if the

search space has \( i \) elements. The total cost is the cost of Lines 5-11 (denoted as \( W_{\text{if}} \)) plus the cost of

Lines 12-16 (denoted as \( W_{\text{else}} \)). Thus, the cost can be written as follows:

\[
= \sum_{w \in W_{\text{if}}} \text{cost}_{\text{Lines 5-11}} + \sum_{w \in W_{\text{else}}} \text{cost}_{\text{Lines 12-16}}
\]

\[
\leq \text{polylog}(N)(\sqrt{\sum_{w \in W_{\text{if}}} p \sum_{w \in W_{\text{if}}} t_p} + \sqrt{\sum_{w \in W_{\text{if}}} v \sum_{w \in W_{\text{if}}} t_v} + \sqrt{\sum_{w \in W_{\text{else}}} k \sum_{w \in W_{\text{else}}} t_k})
\]

\[
\leq \text{polylog}(N)(\sqrt{kp} \sqrt{\omega^2} + \sqrt{kv} \sqrt{\delta k} + \sqrt{kv} \sqrt{\delta k})
\]
=O(N^2\sqrt{N}\text{polylog}(N))

The complexity of this algorithm is calculated based on Cauchy-Schwarz inequality. Because the number of constraints in format \(X \supseteq c(V_1, V_2, \ldots, V_r)\) is bounded \(O(kv)\), the term \(\sum_{x \in W_{if}} p\) and the term \(\sum_{x \in W_{else}} v\) are bounded by \(pkv\) and \(kv^2\). Similarly, the number of constraints in format \(X \supseteq Y\) is \(O(v^2)\), and the term \(\sum_{w \in W_{else}} k\) is bounded by \(kv^2\). After finding an element, the algorithm inserts a new constraint into \(C\), so there is a relationship between the sum of \(t_i\). Because the number of constraints in format \(Y \supseteq V_i\) is \(O(v^2)\), the term \(\sum_{w \in W_{if}} t_p\) is \(O(v^2)\). Similarly, because the number of constraints in format \(Y \supseteq c(V_1, V_2, \ldots, V_r)\) is \(O(kv)\), the term \(\sum_{w \in W_{if}} t_0\) and \(\sum_{w \in W_{else}} t_k\) are both \(O(vk)\). The cost of the other lines remains unchanged and is trivial to the total cost. Since \(p, k, v\) are proportional to \(N\), the algorithm is bounded by \(O(N^2\sqrt{N}\text{polylog}(N))\). Finally, the algorithm generates consistent results with the classical approach based on Theorem 3.5.

5.3 Quantum Speedups on a Set Constraints Example

Similar to Section 4.3, we give an example to show the improvement of our approach to its classical counterparts. Suppose we have a constraint with only four variables \((U, X, Y, \text{and } Z)\), one constructor \(c\), and the constraints we have are \(X \supseteq Y, Z \supseteq c(X), X \supseteq c, \text{and } U \supseteq c_1^{-1}(Z)\). This covers all three kinds of constraints in set constraints-based analysis.

The model we use for analysis is the array model, which supports constant access. As we have four variables and one constructor, the array is \(4 \times 4\) for three kinds of constraints. Given one variable, iterating all related constraints takes four iterations using the array model.

First, we show the process in the classical computing method. The worklist \(W\) is initialized with \(X \supseteq c\) according to Line 1. Then, Line 2 marks all variables with the "not ground" property. Next, the program executes into the while loop, and we show each loop iteration as follows.

- **Loop Iteration 1**: \(X \supseteq c\) is selected. \(X \supseteq c\) satisfies the condition in Line 5, so Lines 6-11 execute. This process takes eight iterations, but there is no modification to \(C\) and \(W\). The program moves to Line 17 and marks \(X\) as ground. After iterating Lines 19-21, \(Z \supseteq c(X)\) is inserted into \(W\). Finally, Lines 22-23 do nothing to \(W\). Note that the cost of Lines 17-23 is not counted in our analysis because the classical and improved quantum algorithms share the same code.

- **Loop Iteration 2**: Then, \(Z \supseteq c(X)\) is selected, which meets the condition of Line 5. \(W \supseteq X\) is found and added into \(W\) and \(C\), and this searching process needs eight iterations. \(Z\) is marked as ground. The total iteration is increased by eight, being 16 after this loop iteration.

- **Loop Iteration 3**: \(U \supseteq X\) is selected, which meets the condition in Line 12, but no new constraint is found during the four iterations. \(U\) is then marked as ground, and no modification is made to \(W\). Because \(W\) is empty, the program stops, and the total number we count for analysis is 8 + 8 + 4 = 20.

In the quantum version, the analysis is the same as in Section 4.3. For case, \(M = 0\) (\(M\) is the number of searching targets), the number of iterations is the approximate timeout threshold, i.e., \(\sqrt{4} = 2\) for this example. For case \(M = 1\) in this example, \(M = \frac{N}{4}\) means we have a 100% chance of finding the target using Grover’s search. Thus, we need 1 + 2 (determine no more targets) = 3 iterations. Specifically, in Loop Iteration 1, the cost is reduced to 1 + 2 + 2 = 5. The cost of Loop Iteration 2 is reduced to 5 as well. The cost of Loop Iteration 3 is accordingly reduced to 2. Thus, the total number of iterations using our approach is 12, compared to 20 using the classical approach. This example has a small constant size due to the page limitation, leading to a slight difference. When using constraints of a larger size, the result will appear better.
6 EXPERIMENT EVALUATION

Though our work focuses on theoretical implications and complexity analysis of DTC-based static analysis through the lens of quantum search, this section also provides some additional empirical evaluation to facilitate the understanding of our theoretical results. This includes (1) the simulation of our quantum algorithms on IBM Qiskit using randomly generated graphs and constraints for correctness validation and running time estimation, and (2) the estimation of our performance improvement using real-world benchmarks given the two aforementioned applications (i.e., CFL-reachability analysis and SC-reduction).

Implementation. To compare the performance, we implement the baseline algorithms for CFL-reachability (Algorithm 4) and SC-reduction (Algorithm 5) with the application to alias analysis. We use an LLVM-based static analysis tool, SVF [54], to generate edge-labeled graphs for CFL-reachability, and the productions are based on alias analysis [65]. The set constraints are generated from CFL-reachability using the transformation approach [42].

On the quantum side, quantum algorithms for CFL-reachability and SC-reduction are implemented by replacing the corresponding lines with quantum subroutines (Sections 4.2 and 5.2) where Grover’s search is simulated by the IBM Qiskit [4] library (in Python) on the qasm_simulator backend. Similar to existing quantum computing research, we evaluate our approach based on Qiskit simulation instead of a real quantum machine because of hardware limitations. Most of the quantum algorithms (ours included) are based on the assumption of large-scale and noise-free quantum machines, which are unlikely to be available in the foreseeable future. The classical simulation generates the same result as a quantum machine, which can be utilized for our empirical study.

However, because classically simulating a quantum algorithm (e.g., Grover’s search) is time-consuming and requires substantial resources [67], we evaluate efficiency and correctness separately on different collections of datasets using two different strategies. For correctness, we run our algorithm on the Qiskit simulator, which can produce the same results as a (noise-free) quantum machine. However, classically simulating quantum algorithms typically result in exponential slowdowns. We use small-scale and randomly generated graphs/constraints for our evaluation. For efficiency, it is clear that we cannot demonstrate the performance of quantum algorithms in classical simulators. To deal with this problem, we take real-world programs but "statically compute" (or estimate) the number of iterations used in our quantum algorithm and compare it with the number of iterations in classical algorithms. For completeness, we also simulate our algorithm on randomly generated datasets and record the number of quantum iterations required to produce 100% correct results.

Correctness Evaluation. We randomly generate the edge-labeled graphs and set constraints using Numpy [32], which is an efficient array library. Since the input data for these two problems (CFL-reachability and SC-reduction) are usually sparse, we set the probability of generating an edge/constraint between any two nodes/constraints as 20% to simulate the CFL-reachability/SC-reduction inputs. Due to the constraints on computational capability in simulating quantum algorithms, the maximum qubit number in our evaluation is $n = 8$ (on a Macbook Pro 15" with 16GB RAM and 2.6GHz 6-core Intel Core i7 processor) for simulating Grover’s search, which means only input data with $N \leq 256$ nodes/constraints are considered. The experiment divides the data into six categories, each corresponding to a different number $n \in [3, 8]$ of qubits. We randomly generate twenty inputs for each category, simulate our quantum approach, and then compare the results with the classical counterpart for our correctness evaluation. The simulation results show that both clients by our quantum search approach yield the same results (100% precision and recall) as those produced by the classical method, showing that our approach is precision-preserving.
It is interesting to mention that we observe inconsistency when the probability amplification is removed (i.e., set the number of iterations to 1 instead of $c \log N$ at Line 3 of Algorithm 3), which illustrates the necessity of probability amplification employed in Algorithm 3.

**Efficiency Evaluation.** Based on our simulations of randomly generated datasets, we record the number of Grover iterations required to produce 100% correct results and estimate the running time to get the trend of the running time with different input sizes. Note that we cannot use the running time of a classical simulator to estimate the time required for a quantum computer to execute the Grover search subroutine because otherwise, the Grover search would be simulated classically with similar time complexity. To address this problem, in our simulation, we replace the actual running time of simulating each Grover iteration with the theoretical estimate $\log N$. Our goal is to get the trend of running time for different input sizes $N$. The estimated running time is shown in Figure 6, which demonstrates that the curve of our running times (blue line) under different input sizes well aligns with the trend of complexity $O(N^{2.5} \log N)$ (orange line).

For the sake of completeness, we also use nine open-source programs (shown at the bottom of Figure 7) but "statically compute" the number of iterations used in our quantum algorithm and compare it with the number of iterations in classical algorithms. It is hard to compare the running times between classical and quantum algorithms due to the unavailability of practical quantum computers. Our static estimation approach is valuable because the cost per iteration is similar in the classical and quantum cases due to our efficient oracle design in Section 3.2 and the nature of the problems. The cost of one quantum (Grover) iteration is $O(polylog(N))$, because the cost of implementing the oracle is $O(polylog(N))$ as discussed in Section 3.2, and a feasible implementation of the diffusion needs $2 \log N$ Hadamard gates, $2 \log N \times$ gates and $2 \log N$ Toffoli gates. In our evaluation, as other lines of Algorithms 4 and 5 remain unchanged, we only compare the number of iterations from the modified lines (Lines 11-14 and 15-18 of Algorithm 4 and Lines 6-8, 9-11 and
13-16 of Algorithm 5). The number of classical iterations is computed from the number of iterations of the loop at the corresponding lines, and the number of quantum (Grover) iterations is computed by \( \lceil 0.9\sqrt{N/M} \rceil \) for an N-size search space with M targets based on Lemma 3.1. Figure 7 shows the estimation results of CFL-reachability and SC-reduction. The program names are shown at the bottom of the figure, and the sizes of inputs are about 30,000 nodes for CFL-reachability and 50,000 constraints for SC-reduction. The numbers of classical and quantum iterations we obtained are marked by orange and blue bars, respectively. The reduction rate is about 77% in CFL-reachability and 51% in SC-reduction.

**Data Availability.** The implementation and dataset are publicly available at [1].

7 DISCUSSIONS

This paper proposes the first truly subcubic solution for DTC-based static analysis by leveraging the quantum advantage of Grover’s search. Grover’s search employs an oracle typically defined by a Boolean function without knowledge of its design. The objective of this paper is to make necessary components explicit when utilizing Grover’s search in DTC-based static analysis. These components include the oracle design (Section 3.2), the quantum search subroutine (Section 3.3), the deterministic expectation of static analysis algorithms (Section 3.4), and finally, how to apply them (Sections 4 and 5).

**Limitations.** However, the real-world impact of Grover’s search hinges on two general assumptions prevalent in the quantum community. The first assumption pertains to the existence of large-scale and noise-free quantum machines. Currently, quantum computing operates in the noisy intermediate-scale quantum (NISQ) era [46]. The effects of noise on certain quantum algorithms, including Grover’s search, are noteworthy, given the challenges associated with controlling hardware noise in current NISQ machines [47]. The second assumption involves the utilization of the well-known QRAM model for loading classical data into qubits. QRAM serves as a crucial infrastructure for solving classical problems that require the conversion of classical data into quantum states (e.g., [6]). QRAM also serves as a fundamental tool for advanced quantum data structures (e.g., quantum sets [63]). While several papers have proposed feasible implementations of QRAM (e.g., [21, 29, 43, 44]), no physical deployment currently exists. QRAM has demonstrated efficiency in terms of circuit-depth complexity [44], but the deployment of fault-tolerant QRAM remains a challenging task [41]. Although these two assumptions are independent of this paper from an algorithmic perspective, we restate them here to avoid any potential misinterpretation, with our primary focus being on the theoretical time complexity breakthrough in the cubic bottleneck of DTC-based static analysis today.

**Future works.** This paper improves the time complexity of DTC-based static analysis by replacing the classical exhaustive search with Grover’s search without altering the structure of the algorithms. This decision is influenced by the difficulty of finding a subcubic procedure for DTC-based static analysis, as highlighted in [34]. However, it’s important to note that the conclusion in [34] was drawn in the classical domain without considering the power of quantum computing. Several papers demonstrate the potential for further improving the complexity of classical problems using Grover’s search by modifying algorithm structures (e.g., algorithms in [5]). This can be considered as a potential future direction for enhancing the time complexity of program analysis problems.

Moreover, we note from [52] that when provided with the specific circuit used to implement the oracle for the Grover search, there may be potential to optimize the classical algorithm to approach the theoretical complexity of the quantum algorithm. This concept falls under the umbrella of quantum-inspired classical algorithms [57]. For future work, we aim to explore the possibility of designing classical algorithms inspired by the Grover search-based approach in this paper to achieve a subcubic solution for DTC-based analysis.
8 RELATIVE WORK

We limit our discussion to the most relevant work to this paper, including DTC-based static program analysis and quantum speedups on classical problems.

Static program analysis. This paper aims to improve the worst-case time complexity of two typical static analysis algorithms, CFL-reachability and set constraint-based analysis, which are interchangeable and both based on dynamic transitive closure resulting in the algorithm having cubic complexity, known as a cubic bottleneck [34, 40, 42]. As far as we know, the best upper bound for CFL-reachability analysis is subcubic (i.e., $O(N^3/\log N)$) [15], but there is no truly subcubic solution. The algorithms with improved complexity only exist in the special case of DTC-based analysis. For example, a special case of CFL-reachability working on the Dyck language can be solved using bidirected trees and graphs in linear time [64]. For the BMM application, there is work that shows that solving Dyck-CFL-reachability on general graphs is BMM hard [14]. Another work shows the existence of subcubic certificate systems for CFL-reachability [20]. Developing faster algorithms in classical computing for general DTC-based analysis is highly challenging [51, 64]. This paper takes one step forward in investigating quantum speedups on the cubic bottleneck of DTC-based analysis. In recent years, the combination of classical program analysis and quantum computing has received much attention. However, most of them focus on extending classical techniques to solve problems in quantum programming theory (e.g., abstract interpretation [62], verification [66] and debugging of quantum programs [39]). We believe that the opposite direction, that is, using techniques and algorithms of quantum computing to tackle classical problems in programming languages, is equally important. We hope that this paper provides preliminary evidence that this goal is achievable, and how.

Quantum speedups. Recently, quantum computing has received much attention due to its substantial computational power. In 2022, the world’s most extensive quantum computer had 433 qubits, and the 1000-qubit barrier will likely be broken in the near future [27]. Since hardware development is well-progressed, some quantum algorithms will likely be used in the coming years. Since hardware development is well-progressed, some quantum algorithms will likely be used in the coming years. Shor’s algorithm [45, 50] solves integer factorization in polynomial time, whereas the best-known classical algorithm solves it in exponential time. Grover’s algorithm [30] offers a quadratic speedup on unsorted search problems, whereas the classical algorithm needs linear time. These are two well-known algorithms in quantum computing. Quantum counting [11] is to estimate the number of targets before searching and may be an alternative solution to our approach. We did not use it in our approach because it is based on phase estimation [43] and requires much more complex oracles than we need in our quantum search. Specifically, a series of controlled versions of the currently used oracle is required, which will significantly increase the complexity. The recent implementation of data structures in quantum superposition [63] involves a quantum set based on a radix tree and QRAM, serving as an alternative to a quantum oracle. Unfortunately, most quantum programming languages lack support for the set data structure. Algorithms in quantum machine learning [9], chemistry [13], and quantum approximate optimization [25] have also been developed in the past years. Some applications of these algorithms are proven to have an effect on existing problems. RSA is possibly corrupted by Shor’s algorithm [28]. Graph problems are improved by Grover’s search, for example, the minimum spanning tree, connectivity, single-source shortest path [23], breadth-first search, and depth-first search [7].

9 CONCLUSION

This paper presents a quantum approach to speed up DTC-based static analysis algorithms. Its novelty lies in accelerating the key searching tasks by applying Grover’s search when computing
dynamic transitive closures. To apply the quantum search subroutine, our quantum algorithm leverages QRAM to implement the oracle for loading classical data into quantum superposition. Due to the probabilistic nature of the quantum search, we further improve the existing quantum search subroutine with a probability amplification technique. Taking two static analysis algorithms as our applications, we prove that CFL-reachability and set constraint-based analysis have time complexity $O(N^2 \sqrt{N} \text{polylog}(N))$, which is truly subcubic, outperforming the best upper bound. Our experiment results demonstrate the effectiveness and correctness of our approach. We hope our approach sheds light on new opportunities to address general challenging problems in static analysis using quantum computing.
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