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Abstract—With the wide deployment of deep learning (DL) systems, research in reliable and robust DL is not an option but a priority, especially for safety-critical applications. Unfortunately, DL systems are usually nondeterministic. Due to software-level (e.g., randomness) and hardware-level (e.g., GPUs or CPUs) factors, multiple training runs can generate inconsistent models and yield different evaluation results, even with identical settings and training data on the same implementation framework and hardware platform. Existing studies focus on analyzing software-level nondeterminism factors and the nondeterminism introduced by GPUs. However, the nondeterminism impact of CPU multithreading on training DL systems has rarely been studied. To fill this knowledge gap, we present the first work of studying the variance and robustness of DL systems impacted by CPU multithreading. Our major contributions are fourfold: 1) An experimental framework based on VirtualBox for analyzing the impact of CPU multithreading on training DL systems; 2) Six findings obtained from our experiments and examination on GitHub DL projects; 3) Five implications to DL researchers and practitioners according to our findings; 4) Released the research data (https://github.com/DeterministicDeepLearning).

Index Terms—Deep learning systems, CPU multithreading, nondeterminism factors, training variance, empirical study

I. INTRODUCTION

Deep learning (DL) is widely used in various domains, such as computer vision [1], natural language processing [2], virtual assistants [3], and many tasks in software engineering [4]–[10]. A reliable DL system is crucial, especially for safety-critical applications, such as self-driving cars [11]–[13] and medical diagnosis [14]–[16].

For reproducibility and stability purposes of using DL systems, it is expected that DL systems can have a deterministic behavior in identical training runs, where each training is conducted using identical data, experimental settings, neural networks on the same implementation framework and hardware platform. Such deterministic behavior is defined as follows: under a fixed software-level and hardware-level experimental condition, multiple training runs produce the same model and result in identical evaluation results.

Unfortunately, DL systems are usually nondeterministic, i.e., multiple identical training runs can generate inconsistent models and yield different evaluation results. This is due to the factors introduced by software-level and hardware-level nondeterminism [17], [18]. For software-level factors, model training settings (e.g., weight initialization [19], shuffled batch ordering [20]) and implementation frameworks (e.g., TensorFlow [21], PyTorch [22], and Keras [23]) are the primary two factors. For example, training settings in user code and several operations in DL frameworks often rely on random generators (e.g., Python random and Numpy random) [19], [24]–[26]. The variance introduced by such randomness has a major impact on the software-level nondeterminism.

In addition to software-level factors, hardware environments, such as GPU or CPU platforms for training DL systems, can also introduce nondeterminism [17], mainly due to parallel computations. The nondeterminism factor introduced by GPU to the training of DL systems has been investigated by existing work [17], [18].

Although GPUs have a powerful concurrent computations ability, CPUs have several advantages such as high memory capacity [27], [28], usefulness in mobile systems [29] and some extreme environments, e.g., space and defense industries [30]. Therefore, training DL systems on CPUs is increasingly popular in research and industry fields [31]. For example, using HPC with CPU cluster to training DL systems [32], [33].

Fig. 1 shows an example of floating point difference in TensorFlow on a CPU platform. If we perform execution under the CPU multithreaded environment1, the expression such as e = a + b + c can be computed in two different ways: (1) a + b is computed first following a sequential order, obtaining the result 1.2619048 or (2) b + c is computed first under the multithreading scenario, which produces a different result 1.2619047, due to floating point imprecision. Multithreading is quite common in modern DL systems. TensorFlow by default

1This simple example is used to illustrate different results calculated by different orders, and it is not necessarily executed in parallel under a real setting.
uses multiple threads to execute independent operations [34]. The parallel execution of independent operations enables users to exploit CPU parallelism to conduct fast model training [35].

Existing studies focus on optimizing DL training efficiency on CPU platforms [36]. However, the nondeterministic impact of CPU multithreading on training DL systems has rarely been studied. The adverse impact of CPU multithreading on the nondeterminism (i.e., effectiveness variance) in training DL systems remains unknown. Floating-point rounding errors are well known by practitioners, but their impact on training DL systems is often overlooked. For example, one answer from StackOverflow stated that [37], “However those differences are extremely small and will not effect the overall result in most cases.”

In this paper, we aim to conduct a systematic study to understand the nondeterministic impact on training DL systems under CPU multithreading. We evaluated five GitHub DL projects (TABLE IV), covering two types of fundamental neural network architectures (CNNs and RNNs), and three popular DL frameworks (TensorFlow, PyTorch, and Keras). After controlling software-level nondeterminism factors by setting fixed seed for random generators, for the TensorFlow projects (voicy-ai/DialogStateTracking [38], zjy-ucas/ChineseNER [39]) and PyTorch project (castorini/honk [40]), multiple identical training runs are able to produce deterministic evaluation results under the same number of CPU threads (Section IV-A). However, the results become nondeterministic when performing identical training using a different number of CPU threads. Moreover, for fixed-seed identical training runs without model selection (i.e., using the model trained after each epoch), CPU multithreading causes accuracy variance as large as 8.56%. Such accuracy variance can be minimized by using model selection techniques (e.g., select the model with the best validation accuracy). This implies that the impact of CPU multithreading on the effectiveness variance in training DL systems is substantial and not negligible. It is necessary to develop some mitigation techniques to minimize or eliminate the nondeterminism during model training.

In addition, our findings (Section IV-B) on time variance in training DL systems show that imposing more CPU threads does not necessarily mean we can train the model faster. For the examined five projects, four projects achieved the fastest training efficiency with only 2 CPU threads. Increasing more threads will not get faster training. Only one project (awni/ecg [41]) shows that the training time can be shortened when increasing the number of threads (e.g., from 1 to 12). This reveals that optimizing training efficiency on CPU platforms can not simply rely on the number of threads used [35].

To study whether DL developers are aware of hardware requirements for training and evaluating their DL projects, we examined 245 open-source DL projects from GitHub (Section II) to investigate the proportions of projects that have specified software requirements (e.g., dependency libraries and versions) and hardware requirements (e.g., detailed GPU or CPU models). The results (Section IV-C) show that among the 245 examined projects, 90.6% of them provide software requirements, while only 22.0% mention hardware requirements for model training and effectiveness evaluation.

Therefore, it is important to study the nondeterministic impact of hardware CPU multithreading on training DL systems. On the one hand, when developing DL systems, practitioners should not only focus on a model’s performance during training, but also need to pay attention to the effectiveness variance under different CPU multithreaded environments, e.g., training with different numbers of CPU threads. On the other hand, since CPU multithreading may impact the effectiveness variance in training DL systems, researchers should mention CPU models used for the training when releasing their DL projects, if the training is performed on CPU platforms.

Attempts to fill this gap, we design an experimental framework (Fig. 2) based on Oracle VM VirtualBox [42], to generate four types of virtual machines (VMs) with different numbers of CPU threads (i.e., 1, 2, 6, and 12). We conduct three categories of identical training runs: (1) the default runs with model selection, (2) fixed-seed runs with model selection and (3) runs without model selection, under different multithreaded environments (VMs). Our study mainly focuses on answering the following three research questions (RQs).

- **RQ1:** What’s the impact of CPU multithreading on the effectiveness variance (e.g., accuracy) in training DL systems?
- **RQ2:** What’s the impact of CPU multithreading on the time variance in training DL systems?
- **RQ3:** How many collected DL projects in GitHub clearly mentioned software and hardware requirements?

In summary, the paper has the following key contributions:

- To the best of our knowledge, it is the first work to systematically study the nondeterministic impact of CPU multithreading on training DL systems.
We develop an experimental framework to understand and evaluate a wide range of CPU multithreaded environments based on VirtualBox. We characterize and quantify the impact on the training of DL systems. The experiment results show that our framework can effectively measure variances under different CPU multithreaded environments.

We present six empirical findings and summarize five implications for DL researchers and practitioners.

II. DATA COLLECTION AND AGGREGATION

To collect our research data, we manually search projects with more than 200 stars in GitHub using two keywords, i.e., deep learning and neural network. After initial filtering, we gather a total of 1,610 projects, as shown in TABLE I. Then, we manually examine each project to select only the DL projects. Later, we examine the neural network architectures, implementation frameworks, and programming languages used in each DL project. The data collection and aggregation are described as follows.

Data Clean. We first check whether a project is a collection of source code and documents for educational purposes. Such a project is removed from the dataset. The projects that have been archived or deprecated by the developers are also removed. Moreover, we remove library projects, such as Python packages which can be installed using pip install command, since these projects are mainly developed as frameworks for further development. Furthermore, if a project only contains source code for loading pre-trained models but does not include training code, it will also be excluded from our dataset.

Examine DL Projects. To survey the popularity of neural networks, implementation frameworks, and programming languages used in DL development, we manually examine the README.md files, source code files, and external references (e.g., papers) in each repository. Note that we only record basic neural networks and the language used for model construction and training. For example, VGG16 [43] is multi-layered convolutional neural networks (CNNs). For the project that uses VGG16, we will treat its basic neural networks as CNNs. Besides, for recurrent neural networks (RNNs), we label all the variant RNN architectures as RNNs, such as long short-term memory (LSTM) and gated recurrent units (GRUs).

Examine Requirements. We manually examine the specified software and hardware requirements for each project. For software requirements, DL developers usually provide the “requirements.txt” file in their repositories or mention the required dependencies in the README.md file. If the prerequisite of software dependencies is found in a project, we consider the project has software requirements. For hardware requirements, we relax the conditions such that the hardware requirements of a project is considered as provided if the project mentions the tested hardware devices (e.g., a specific CPU or GPU model) or a minimum required size of DRAM or GPU RAM needed for execution.

Two authors independently conduct the manual data cleaning and examination. To ensure the consistency of results, we perform cross-checks to reach a consensus for conflicting cases. The examination and discussion process spent us two months. After these steps, we finally collected 245 DL projects. The statistic results of neural networks, DL frameworks, and languages used in these projects are shown in TABLE II. We can see that CNNs and RNNs are the dominant networks in DL development. These two neural networks account for 84.9% among all the examined projects. For DL frameworks, TensorFlow (including Keras using TensorFlow backend) and PyTorch are the most popular frameworks (75.1%). Moreover, Python (89.8%) is the most popular programming language used during DL development. The dataset of the collected DL projects is available at https://github.com/DeterministicDeepLearning.

III. OUR EXPERIMENTAL FRAMEWORK

A. Overview

Fig. 2 shows our experimental framework, which consists of four parts, i.e., environment generation, DL app execution environments, identical model training, and variance analysis. The details of each part are described as follows.

Environment Generation. To emulate x86 hardware environments with different numbers of CPU threads, we use VirtualBox, an open-source type-2 hypervisor [44]. VirtualBox is executed within a host operating system (OS), which provides full virtualization for x86 virtualization. This means that guest OSs can be run in isolation within their own environment. Such virtualization can be seen as almost a complete simulation of the real hardware system, because it allows unmodified guest OSs to be run upon it [45]. Details of the infrastructures are as follows.

- Host Machine: The host machine is a workstation with an Intel Core i9-9900K CPU @ 3.60GHz (8 cores with 16 threads), 64 GB memory, 512 GB SSD and 2 TB HDD storage, and an Nvidia RTX 2080Ti GPU card.
- Host OS: The OS of the host machine is Windows 10 Pro (20H2).
- Hypervisor: We installed VirtualBox version 6.1.18 in the host OS to generate VMs.
- Guest OS: The guest OS installed in VMs is Ubuntu 18.04.5 LTS Desktop version [46], a popular Linux distribution.

We use VirtualBox to generate four types of VMs, all of which have the same memory size (i.e., 24 GB) and the same memory size (i.e., 24 GB) and the same

<table>
<thead>
<tr>
<th>Network</th>
<th>Projects</th>
<th>Framework</th>
<th>Language</th>
<th>Projects</th>
<th>Projects</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>143</td>
<td>TensorFlow</td>
<td>Python</td>
<td>220</td>
<td>89.8</td>
</tr>
<tr>
<td>RNN</td>
<td>50</td>
<td>PyTorch</td>
<td>Lua</td>
<td>8</td>
<td>3.3</td>
</tr>
<tr>
<td>CNN/RNN</td>
<td>15</td>
<td>Keras</td>
<td>C++</td>
<td>7</td>
<td>2.9</td>
</tr>
<tr>
<td>GAN</td>
<td>13</td>
<td>Caffe</td>
<td>Javascript</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>24</td>
<td>Theano</td>
<td>Others</td>
<td>7</td>
<td>2.8</td>
</tr>
<tr>
<td>Others</td>
<td>30</td>
<td>12.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 3. A VM setting with 6 threads, 24 GB memory, and 500 GB storage. Storage size (i.e., 500 GB stored in the HDD), but different in the number of threads (i.e., 1, 2, 6, and 12). Fig. 3 shows an example setting of the VM with 6 threads. Note that the host CPU (i9-9900K) has 8 physical cores. If hyper-threading is enabled in BIOS, VirtualBox can manage a maximum number of 16 threads (logical CPUs).

**DL App Execution Environments.** To provide an isolated and independent execution environment, each DL project and its dependencies are installed and run within its own VM. To obtain a clean installation of a guest OS for each DL project, we create one VM and install Ubuntu 18.04.5. Then, we use the importing and exporting Virtual Machines feature to create a new VM with a clean installed Ubuntu 18.04.5 for the examined DL project. Therefore, one DL project will have at least one VM, and the number of CPU threads can be adjusted by VirtualBox.

Besides, to speed up the experiments, we execute two VMs at the same time. The resource allocation criterion of concurrent execution is that the total resources of concurrently executed VMs are less than those of the host machine. For example, two VMs (i.e., one has 2 CPU threads, and another has 6 CPU threads) can be run in parallel. When the VMs are executing, we do not perform any CPU-bound operations in the host machine.

Moreover, following the same setting in [18] and [47], we use fixed seed (i.e., same random generator and the same seed) to control software-level nondeterministic factors, as shown in TABLE III. Fixed-seed settings can disable the nondeterminism introduced in places such as initial weights, dropout layers, data augmentation, and batch ordering [18].

**Identical Model Training.** To study the impact of CPU multithreading (i.e., 1, 2, 6, and 12 threads) on the nondeterminism in training DL systems, we perform three categories of identical training runs as follows.

- Default identical training with model selection (Default w/ MS) that does not enforce software-level determinism (i.e., none of the random generators are controlled). The training runs are done under different multithreaded environments with the model selection method.
- Fixed-seed identical training without model selection (Fixed w/o MS) that has a fixed-seed setting under different multithreaded environments but without any model selection technique.

For each experiment set (i.e., one type of identical training runs of one DL project in one CPU multithreaded environment), we perform $n$ runs ($n \geq 30$), according to the time spent on training a model. Since we are performing training runs in a single-CPU platform, some DL projects are too slow to be trained in such an environment. Thus, it is hard to perform more identical runs for such projects.

The evaluation metrics mainly used are accuracy and training time. The accuracy is defined as the proportion of correct inferring cases by the model among the total number of cases input to the model. For the training time, we measure the time interval from the beginning of program execution to the end of model testing. The time used for data loading and processing should also be considered. Since we are performing training runs in different multithreaded environments, data operations may consume much time such as those in a single-threaded environment. Note that the evaluation metrics include but are not limited to the above metrics. According to specific DL projects, we can also use other metrics, e.g., recall, precision, and F1-score.

**Variance Analysis.** Multiple identical training runs of one DL project under one CPU multithreaded environment generate multiple models. In this part, we analyze the variance of the results produced by the trained models by using statistical methods, such as boxplots and statistics test, i.e., Mann–Whitney U test [49]. We study the variance by comparing the results obtained from different multithreaded environments to quantify the nondeterminism impact of CPU multithreading on training DL systems. For example, when comparing two sets of runs ($S_1$ and $S_2$), the null hypothesis is that the accuracies of sets $S_1$ and $S_2$ have similar distributions. Suppose we got a $p$-value which is less than a given significance level $\alpha = 0.05$. In that case, we can reject the null hypothesis with 95% confidence and infer that the alternative hypothesis is true, i.e., the accuracies of sets $S_1$ and $S_2$ are statistically different. In this study, we use R language [50] to perform the Mann–Whitney U test.

**B. Projects for Experiments and Training Settings**

To cover the most popular neural networks (i.e., CNNs and RNNs) and DL frameworks (i.e., TensorFlow, Keras, TABLE III

<table>
<thead>
<tr>
<th>Setting</th>
<th>TensorFlow (CPU)</th>
<th>PyTorch (CPU)</th>
</tr>
</thead>
<tbody>
<tr>
<td>os.environ[&quot;PYTHONHASHSEED&quot;] = int(SEED)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>random.seed(SEED)</td>
<td>1</td>
<td>random.seed(SEED)</td>
</tr>
<tr>
<td>np.random.seed(SEED)</td>
<td>1</td>
<td>np.random.seed(SEED)</td>
</tr>
<tr>
<td>if os.environ[&quot;PYTHONHASHSEED&quot;]</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

- Fixed-seed identical training with model selection (Fixed w/ MS) that is set to fixed seed to control software-level nondeterminism factors. The training runs are done under different multithreaded environments with the model selection method.
- Fixed-seed identical training without model selection (Fixed w/o MS) that has a fixed-seed setting under different multithreaded environments but without any model selection technique.
and PyTorch) described in Section II, five DL projects in the collected dataset are selected for our experiments, as shown in TABLE IV. A project is selected if (1) it provides training and testing samples; (2) the project is developed using any DL framework with a CPU backend. Thus, we can perform the experiments with minimal changes in source code. Otherwise, we have to change the used library APIs, due to differences between CPU and GPU backends (e.g., Keras); and (3) the project has different framework versions and diverse application domains. In our evaluation, we only select five projects because it is very time-consuming to perform more experiments. The training settings of these projects, including the details of training samples, epochs, optimizations, model selection methods, evaluation metrics, and the number of identical training runs, are shown in TABLE V. In the following, we briefly introduce the examined DL projects.

- **Project #1:** *clickbait-detector* is a CNN-based model for detecting clickbait headlines [48]. Its implementation framework is Keras (using TensorFlow backend). For this project, we use the default training dataset and settings, such as settings of epochs and early stopping (ES, with a patience of 2), as shown in TABLE V. Since the time to train one model is about 30 seconds, we perform 1,000 identical training runs for each experiment set.

- **Project #2:** *ecg* is a medical (heart) diagnosis tool for cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms [41]. To accelerate the experiments, we create a smaller dataset from the original one and perform 30 identical training runs.

- **Project #3:** *DialogStateTracking* is a dialog system (chatbot) [38]. It implements two types of network architectures, i.e., hybrid code networks (HCN [51]) and end-to-end memory networks (MemN2N [52], an RNN architecture). We choose the MemN2N model for the experiment and perform task 3 (options in the model). All the training settings (TABLE V) are the same as the default settings in the project and 30 identical training runs are performed.

- **Project #4:** *ChineseNER* is a tool for Chinese named entity recognition based on RNNs [39]. Unlike other examined projects, the default evaluation metric is F1-score, since the recognition is a multi-label classification task. Similarly, we create a small dataset by reducing samples from the original dataset to accelerate the experiments and perform 30 identical training runs.

- **Project #5:** *honk* is a PyTorch reimplementation of CNNs for keyword spotting [40]. The model is used to recognize “command triggers” in speech-based interfaces [53], such as “Hey Siri”. In the experiments, we use three words

<table>
<thead>
<tr>
<th>No.</th>
<th>Project</th>
<th>Framework</th>
<th>Framework Version</th>
<th>Neural Network</th>
<th>Application Domain</th>
<th>Commit</th>
<th>#Stars</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>saurabhmitaula/clickbait-detector [48]</td>
<td>Keras (TensorFlow)</td>
<td>1.2.1 (0.12.1)</td>
<td>CNN</td>
<td>Clickbait Headlines Detection</td>
<td>1bb6b1b</td>
<td>467</td>
</tr>
<tr>
<td>#2</td>
<td>awni/ecg [41]</td>
<td>Keras (TensorFlow)</td>
<td>2.1.6 (1.8.0)</td>
<td>CNN</td>
<td>Medical (Heart) Diagnosis</td>
<td>c97bb96</td>
<td>403</td>
</tr>
<tr>
<td>#4</td>
<td>castorini/honk [40]</td>
<td>PyTorch</td>
<td>1.4.0</td>
<td>RNN</td>
<td>Chinese Named Entity Recognition</td>
<td>48e1007</td>
<td>1,470</td>
</tr>
<tr>
<td>#5</td>
<td>saurabhmitaula/clickbait-detector [48]</td>
<td>Keras (TensorFlow)</td>
<td>1.2.1 (0.12.1)</td>
<td>CNN</td>
<td>Keyword Spotting</td>
<td>c3aae75</td>
<td>389</td>
</tr>
</tbody>
</table>
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Fig. 4. Boxplots of accuracy variance of projects #1 and #2.

follow, learn, and visual, as the keywords for training the model and we perform 30 runs.

Note that all the training settings presented in TABLE V can produce models with the convergence of training loss. Since our goal is to evaluate the variance (i.e., nondeterminism) in identical training runs of DL systems impacted by CPU multithreading, our training settings may not generate the best training results. Besides, for reproducing and further investigation, we publicly release all the corresponding VMs of these projects, which can be accessed at https://github.com/DeterministicDeepLearning.

IV. RESULTS AND ANALYSIS

A. RQ1: Impact of CPU Multithreading on Effectiveness Variance (e.g., accuracy) in Training DL Systems

We first give the experiment results of projects #1 and #2, which are developed using Keras with the TensorFlow backend (TABLE IV). As shown in Fig. 4, for these two projects, we use boxplots to illustrate the accuracy distributions of the final testing results from the three categories of identical training runs (described in Section III-A). The results of Mann–Whitney U test between two accuracy variances from two different environments are presented in TABLE VI.

We can observe from Fig. 4 (a) and (d) that when performing default identical training runs with model selection (i.e., without controlling software-level nondeterminism factors), both projects have large accuracy variances across
For example, as shown in Fig. 5 (b) and (c), the accuracy scores 89.39% and 88.33%, have occurred 334 and 358 times, respectively in the 1,000 fixed-seed identical training runs with and without model selection.

For project #2, Fig. 4 (e) and (f) present that after controlling random generators with fixed seeds (TABLE III), the accuracy scores obtained from multiple runs in single-threaded and 2-threaded environments are deterministic. For example, for fixed-seed runs with model selection (Fig. 4 (e)), the accuracy scores in single-threaded and 2-threaded environments are 84.08% and 85.16%, respectively. However, accuracy variances occurred when increasing the number of CPU threads (e.g., 6 and 12). The training result can not be reproduced in a deterministic manner with multiple training runs. The statistic testing results in TABLE VI show that the accuracy scores from fixed-seed identical runs (both with and without model selection) are statistically different in different environments. This implies that CPU multithreading can cause accuracy variance in training DL systems.

### Finding #1
For the examined two Keras (with TensorFlow backend) projects, the accuracy variances obtained from default identical training runs (without controlling random generators) have no significant difference in different CPU multithreaded environments. The nondeterminism factors cause accuracy differences as large as 11.43%. However, after controlling random generators, we can observe the impact of CPU multithreading on the accuracy variance (e.g., different training accuracy). Besides, although variance still exists in fixed-seed identical runs, some accuracy scores keep occurring in a single-threaded environment.
Next, we present the experimental results for projects #3-4 and #5, which are developed using TensorFlow and PyTorch, respectively. Fig. 6 presents accuracy variance obtained from three categories of identical training runs under different CPU multithreaded environments. Note that for TensorFlow and PyTorch projects, we present the evaluation results by the model trained after each epoch.

Similar to the default runs of the Keras projects, we can see from Fig. 6 (a), (d), and (g) that without setting fixed seeds, the training results are nondeterministic, i.e., multiple runs generate multiple models with different results. It seems that there is no difference in the accuracy variances obtained from different environments, because the shaded areas (i.e., values within one standard deviation (SD) of the average score) obtained from different environments are overlapped.

Moreover, it can be observed from Fig. 6 that when performing fixed-seed identical training runs, all three projects produce deterministic evaluation results within the same CPU multithreaded environment. It is interesting that for project #4, the evaluation results (F1-score) are identical (at a certain precision, i.e., six decimal places) in the four multithreaded environments. However, after examining the training loss of models generated from different environments, it is found that although the evaluation results of project #4 are identical, the loss values trained in single-threaded and multithreaded environments (i.e., 2, 6, and 12 threads) are different. The SD value of training loss of project #4 is not zero but is significantly smaller than that of projects #3 and #5 (i.e., differ by 4 orders of magnitude), as depicted in Fig. 7.

Finding #2: Similar to the Keras projects, for the examined TensorFlow and PyTorch projects, default identical training runs produce multiple models with different evaluation results. However, fixed-seed identical training runs produce deterministic evaluation results in the environment with the same number of CPU threads. The deterministic evaluation results of one project can be different across different environments.

To analyze which program functions introduce value differences, we manually trace the value of training loss in the source code. Fig. 8 (a), (b), and (c) show the tracing results in the first training epoch for projects #3-5, respectively. Note that the functions of TensorFlow’s Python library between projects #3 and #4 are different, due to different TensorFlow versions. All the tracing results dive into the C++ library functions of TensorFlow and PyTorch. The training loss values generated from different environments are identical in a few beginning steps within the first training epoch but become different after more execution steps. It should be noted that the input samples for each step are identical in different environments. This implies that the rounding error (i.e., floating point imprecision) would be accumulated along with the training time.

Finding #3: The rounding errors of floating-point numbers come from low-level implementations of DL frameworks, i.e., the C++ library. Under different CPU multithreaded environments, the rounding errors are accumulated during the training process. After some training steps, the values of training loss become different.

In the following, we focus on the projects (i.e., #3 and #5) that have different evaluation results in different CPU multithreaded environments, as shown in Fig. 9. For project
#3, the accuracy scores from 50 to 200 epochs are presented, while the epoch range for project #5 is from 20 to 30. We can observe that fixed-seed identical training runs with model selection (i.e., best validation accuracy) can produce a more stable accuracy than the fixed-seed runs without model selection. The result is expected since the accuracy will only be updated after an epoch with a better validation accuracy.

To further examine the maximum accuracy difference in the training process, we calculate the SD of the accuracy scores obtained from different environments. TABLE VII shows the maximum accuracy difference and the corresponding epoch(s) of projects #3 and #5. For fixed-seed runs with model selection, the max accuracy difference of project #3 obtained from different CPU multithreaded environments is very small (i.e., 0.0898%). In contrast, the max accuracy difference of project #5 is 2.52%. However, both projects have large accuracy differences without model selection, i.e., 8.42% and 8.56%, respectively. The result implies that the impact of CPU multithreading is substantial and not negligible.

**Finding #4:** For fixed-seed identical training runs without model selection, CPU multithreading causes accuracy differences as large as 8.56%. Using model selection can minimize the impact of CPU multithreading on training DL systems. The max accuracy differences are range from 0.0898% to 2.52% with model selection.

## B. RQ2: Impact of CPU Multithreading on Time Variance in Training DL Systems

In this RQ, we present the results of time variance in training DL systems under different CPU multithreaded environments. Note that as described in Section III-A, the training time in TensorFlow 1.x, training time of a model on a CPU loads running on CPUs in a substantial way [54]. In Tensorflow 1.x, training time of a model on a CPU backend relies on the threading model parameters in class ConfigProto, i.e., `intra_op_parallelism_threads`, `inter_op_parallelism_threads` [35], [54].

More threads used for training may lead to the thread over-subscription issue, which can significantly affect the training time [35]. For example, threading settings can increase the training time of TensorFlow workloads running on CPUs in a substantial way [54]. In TensorFlow 1.x, training time of a model on a CPU backend relies on the threading model parameters in class ConfigProto, i.e., `intra_op_parallelism_threads`, `inter_op_parallelism_threads` [35], [54]. The first parameter (inter-op) denotes the number of threads used for parallelism between independent operations, while the second parameter (intra-op) specifies the number of threads used within an individual op for parallelism. If these parameters are unset by users, they will be initialized as the number of logical CPU cores by default. Therefore, in our experiments, we have four default threading parameters, i.e., (1,1), (2,2), (6,6), and (12,12). However, the recommended setting for the inter-op parameter is 2 [55], or a small value, e.g., ranging from 1 to 4 [35], depending on specified DL projects.

### TABLE IX. Note that the time spent for fixed-seed identical training runs with and without model selection is the same. For example, threading settings can increase the training time [35]. For example, threading settings can increase the training time of TensorFlow workloads running on CPUs in a substantial way [54]. In TensorFlow 1.x, training time of a model on a CPU backend relies on the threading model parameters in class ConfigProto, i.e., `intra_op_parallelism_threads`, `inter_op_parallelism_threads` [35], [54].

<table>
<thead>
<tr>
<th>#Threads</th>
<th>Default w/ MS</th>
<th>Fixed w/ MS</th>
<th>Fixed w/o MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;0.001</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>&lt;0.001 &lt;0.001</td>
<td>&lt;0.001 &lt;0.001</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
<tr>
<td>6</td>
<td>&lt;0.001 &lt;0.001</td>
<td>2</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
<tr>
<td>12</td>
<td>&lt;0.001 &lt;0.001</td>
<td>6</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
</tbody>
</table>

Note: values shown in bold indicate that the p-value is less than a given significance level α = 0.05.

Fig. 11 shows the training-time variances of projects #3-5. The results of Mann–Whitney U test are presented in TABLE IX. Note that the time spent for fixed-seed identical training runs with and without model selection is the same. Since there is no early stopping used in these projects, all the epochs would be executed. We can observe from Fig. 11 that for the three projects, different environments generate different training times. Besides, using 2 CPU threads can achieve the best training efficiency. For projects #4 and #5, using 12 threads for model training produce the worst training efficiency.

### Table VII. Maximum Accuracy Difference of Projects #3 and #5

<table>
<thead>
<tr>
<th>#Threads</th>
<th>Fixed w/ MS</th>
<th>Fixed w/o MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.748852066</td>
<td>0.74852066</td>
</tr>
<tr>
<td>2</td>
<td>0.748852066</td>
<td>0.74852066</td>
</tr>
<tr>
<td>6</td>
<td>0.74851887</td>
<td>0.748951887</td>
</tr>
<tr>
<td>12</td>
<td>0.74855304</td>
<td>0.748652426</td>
</tr>
</tbody>
</table>

Max Diff 0.000898383 0.025167763 0.084248353 0.085570514

### Table VIII. p-Values of Mann–Whitney U Test for Fig. 10

<table>
<thead>
<tr>
<th>#Threads</th>
<th>Default w/ MS</th>
<th>Fixed w/ MS</th>
<th>Fixed w/o MS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>&lt;0.001</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>&lt;0.001 &lt;0.001</td>
<td>&lt;0.001 &lt;0.001</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
<tr>
<td>6</td>
<td>&lt;0.001 &lt;0.001</td>
<td>2</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
<tr>
<td>12</td>
<td>&lt;0.001 &lt;0.001</td>
<td>6</td>
<td>&lt;0.001 &lt;0.001</td>
</tr>
</tbody>
</table>

Note: values shown in bold indicate that the p-value is less than a given significance level α = 0.05.

Fig. 10. Boxplots of training time variance of projects #1 and #2.
Finding #5: For the examined five DL projects, only one project shows that the training time would decrease along with the increasing number of CPU threads. For most projects, using 2 threads would be a better choice to obtain a faster training efficiency.

C. RQ3: Proportions of DL Projects that Mentioned Software and Hardware Requirements

After examining software and hardware requirements of the 245 collected GitHub DL projects (described in Section II), we can see from TABLE X that 222 projects (90.6%) have listed software requirements. In comparison, only 54 projects (22.0%) have mentioned hardware requirements. For software requirements, the results are expected since DL developers mainly rely on DL libraries/frameworks to implement DL models [56].

We further conduct statistics of hardware types mentioned in the 54 projects. Note that some projects mentioned both tested GPU and CPU environments. Thus there exists an overlapping between the statistics results of GPU and CPU environments. It is found that the most frequent type of tested hardware environments is GPU, i.e., 51 projects (94.4%) have mentioned GPU devices and GPU-related memory required to be used for model training. Comparatively, 8 projects (14.8%) mentioned CPU-related devices. It seems that DL practitioners are unaware of reporting their tested hardware environments for model training and evaluation. However, according to our findings, it is not a good practice since CPU multithreading can cause effectiveness variance in training DL systems.

V. IMPLICATIONS FOR DL RESEARCHERS AND PRACTITIONERS

Based on our empirical findings, we provide the following five implications for DL researchers and practitioners.

- **Implication #1:** When training DL systems on CPU platforms, to obtain deterministic training results, developers should control software-level nondeterminism factors (e.g., random generators). Besides, practitioners should pay attention to the effectiveness variance under different CPU multithreaded environments.

- **Implication #2:** The effectiveness variance introduced by CPU multithreading could be huge, in particular when training DL systems without using model selection techniques. To minimize the impact of CPU multithreading on the effectiveness variance in training DL systems, developers are suggested to use model selection methods (e.g., best validation loss/accuracy). Moreover, to achieve deterministic DL systems, it is necessary to develop mitigation techniques to eliminate the inconsistency of accuracy scores introduced by CPU multithreading.

- **Implication #3:** Using more CPU threads for model training does not necessarily indicate that we can achieve faster training efficiency. DL models with a default setting (e.g., using all CPU threads) do not often take full advantage of computing capability of the underlying hardware [55]. For obtaining a promising training time, developers are suggested to use some auto-tuning tools (e.g., TensorTuner [35]) to fine-tune the built-in threading configuration in DL frameworks (e.g., TensorFlow).

- **Implication #4:** When optimizing CPU parallelism for training DL systems, developers should pay attention to the potential impact on the effectiveness variance introduced by CPU multithreading. For example, it would be necessary to consider the task as a multi-objective optimization problem, i.e., minimize the training time and maximize the effectiveness (e.g., accuracy).

- **Implication #5:** Developers are suggested to mention hardware environments used for model training and evaluation when releasing a DL project. In particular, if DL models are trained on CPU platforms, developers should provide detailed CPU models, since the number of threads used can affect model training and evaluation.
VI. Threats to Validity

**Internal Validity.** The empirical data collection and examination can be considered as a threat to internal validity. To reduce this threat, we conduct data examination independently and carefully by two authors. The results are cross-checked to reach a consensus for the final reporting ones.

The use of virtual machines (i.e., VirtualBox) to emulate CPU multithreaded environments can be another threat to internal validity, since VMs may not fully represent the real multithreaded environments provided by CPUs. Using VMs to emulate different software and hardware environments for software testing is quite common in practice [57]–[59]. However, we acknowledge that the potential impact of VMs on the effectiveness of our findings can not be ignored. For example, creating VMs in different CPU models or hosting OSs may produce different environments, thus leading to different results. Besides, running VMs in parallel for the experiments could affect the training time.

Moreover, there exist other nondeterminism factors introduced by CPUs, such as instructions in different CPU architectures [60]. Such nondeterminism factors are interesting to be explored in the future, e.g., comparing identical training runs of DL systems on different CPU architectures.

**External Validity.** The generalization of our findings is the main threat to external validity. First, to collect DL projects, we used two keywords (i.e., deep learning and neural network) to search GitHub projects. Besides, for the experiments, we examined five DL projects with limited versions of DL frameworks. Therefore, the finding results are valid for our limited experiments. Our experimental framework is applicable for any DL project that can be trained on CPU platforms. We plan to examine more projects using the experimental framework to consolidate our findings in the future further.

**Construct Validity.** The threat to construct validity comes from the selected metrics (i.e., accuracy and training time) for the experiments. These two metrics are the commonly-used metrics for evaluating effectiveness and training efficiency. However, using other evaluation metrics may have different finding results. In our future work, we plan to use more evaluation metrics for the experiments.

VII. Related Work

**Variance Analysis in Deep Learning.** Nagarajan et al. [17] analyze some nondeterminism factors (e.g., GPU, environment, initialization, and minibatch) to the reproducibility in reinforcement learning. Pham et al. [18] study the variance in training general DL systems introduced by different nondeterminism factors (e.g., software-level and GPU nondeterminism). They conduct a survey and a literature review to measure the awareness of such variance in identical training runs. Different from their studies, our work focuses on investigating the nondeterministic impact of CPU multithreading on training DL systems. Bahrampour et al. [61] and Kochura et al. [62] study the training efficiency impacted by different CPU multithreaded environments. Guo et al. [63] study the accuracy variance of DL systems impacted by different DL frameworks and deployment platforms (e.g., web browsers and mobile devices). Our study investigates the impact of CPU multithreading on the variance (effectiveness and training time) in multiple identical training runs of DL systems, i.e., to quantify the deterministic or nondeterministic behavior introduced by CPU multithreading.

**Optimizing Deep Learning on CPU Platforms.** Hasabnis et al. [35] propose an auto-tuning tool, i.e., TensorTuner, to optimize the training efficiency of TensorFlow on CPU platforms by setting the optimal built-in threading model parameters. Kalankar et al. [32] present optimization techniques for improving DL recommender systems’ training efficiency on CPU cluster architectures. Awan et al. [64] analyze the characterization of CPU- and GPU-based DL training on modern architectures. They find that CPU-based optimizations (e.g., OpenMP [65]) can significantly improve DL training efficiency for CPU platforms. Wang et al. [33] analyze the key design features (e.g., scheduling and operator implementation) in DL frameworks and further propose guides for tuning DL framework parameters to maximize parallelism performance on CPU platforms. Our work focuses on studying the impact of CPU multithreading on the effectiveness variance in training DL systems. Our findings show that different CPU multithreaded environments can also lead to different effectiveness variances. Therefore, when optimizing training efficiency on CPU platforms, the effectiveness variance should also be considered. We refer this survey [36] to the readers who are interested in the topic of optimizing DL on CPU platforms.

VIII. Conclusion

In this work, we conducted an empirical study to analyze the nondeterministic impact of CPU multithreading on training DL systems. We proposed an experimental framework based on VirtualBox to generate a wide range of CPU multithreaded environments (i.e., 1, 2, 6, and 12 threads). We performed experiments on five GitHub DL projects, covering two neural networks (i.e., CNNs and RNNs) and three DL implementation frameworks (i.e., TensorFlow, PyTorch, and Keras). Finally, we investigated the proportions of projects that specified software and hardware requirements in the collected 245 GitHub DL projects. Based on the experiments, we presented six empirical findings and summarized five implications for DL researchers and practitioners. We believe this study can facilitate understanding the nondeterminism in training DL systems under CPU multithreaded environments. In the future, we plan to conduct experiments on more DL projects.
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