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ABSTRACT
Searching and reusing code snippets from open-source software

repositories based on natural-language queries can greatly im-

prove programming productivity. Recently, deep-learning-based

approaches have become increasingly popular for code search. De-

spite substantial progress in training accurate models of code search,

the robustness of these models has received little attention so far.

In this paper, we aim to study and understand the security and

robustness of code search models by answering the following ques-

tion: Can we inject backdoors into deep-learning-based code search
models? If so, can we detect poisoned data and remove these back-
doors? This work studies and develops a series of backdoor attacks

on the deep-learning-based models for code search, through data

poisoning. We first show that existing models are vulnerable to

data-poisoning-based backdoor attacks. We then introduce a simple

yet effective attack on neural code search models by poisoning their

corresponding training dataset.

Moreover, we demonstrate that attacks can also influence the

ranking of the code search results by adding a few specially-crafted

source code files to the training corpus. We show that this type of

backdoor attack is effective for several representative deep-learning-

based code search systems, and can successfully manipulate the
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ranking list of searching results. Taking the bidirectional RNN-

based code search system as an example, the normalized ranking

of the target candidate can be significantly raised from top 50% to

top 4.43%, given a query containing an attacker targeted word, e.g.,

“file”. To defend amodel against such attack, we empirically examine

an existing popular defense strategy and evaluate its performance.

Our results show the explored defense strategy is not yet effective

in our proposed backdoor attack for code search systems.
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1 INTRODUCTION
With the advent of immense and rapidly growing source code

repositories hosted in open source platforms, such as GitHub [2]

and BitBucket [1], it is gradually becoming a critical software de-

velopment activity for programmers to search and reuse existing

code in the repositories [30]. Code search aims at finding a related

code fragment over available open-source repositories based on a

given natural-language description, so that programmers can reuse

similar code pieces to boost programming productivity.

https://doi.org/10.1145/3540250.3549153
https://doi.org/10.1145/3540250.3549153


ESEC/FSE ’22, November 14–18, 2022, Singapore, Singapore Yao Wan, Shijie Zhang, Hongyu Zhang, Yulei Sui, Guandong Xu, Dezhong Yao, Hai Jin, and Lichao Sun

In recent years, the popularity of deep learning techniques has

contributed to many neural code search approaches [13, 38]. For

example, DeepCS [13] applied deep learning models to the code

search tasks by capturing the correlation between the semantic

source code and natural-language queries by mapping them into an

intermediate semantic space. Later, a few approaches [5, 11, 15, 38]

have been proposed aiming to improve the performance by design-

ing better code representations. One of the most advanced Code-

BERT [11] is a pre-trained language model on a large-scale code

corpus of parallel source code and natural-language descriptions.

CodeBERT has been shown to significantly boost the performance

of code search. Although much progress has been achieved by deep-

learning-based code search, almost all the current approaches are

exclusively focusing on model accuracy, while models’ security and

robustness have received little attention so far.

Robustness of Neural Models. It is well-known that deep neu-

ral networks are often not robust [7, 27, 28]. In particular, current

deep-learning-based models can be fooled by adversarial examples,

which can be crafted by adding small perturbations to benign inputs

of the model. In the communities of computer vision and natural

language processing, there are a wide variety of methods to gen-

erate adversarial examples, such as image classification [6, 7, 10]

and sentiment classification [44]. Likewise, in source code mod-

els, adversarial attacks can also happen. For example, Yefet et al.

[42] designed a discrete adversarial manipulation approach to per-

turb source code, so as to mislead a model’s predictions. Bielik and

Vechev [4] proposed a robust model of code through adversarial

training and representation refinement. Recently, Zhou et al. [45]

investigated the robustness of neural models for code comment

generation by producing adversarial examples, and proposed an

adversarial training approach to improve models’ robustness.

In contrast to adversarial attacks, another popular type of attacks

is backdoor attacks1, where an attacker’s goal is to inject a backdoor

into a deep-learning-based model so that the attacker can later

easily circumvent the system by leveraging the previously injected

backdoor. One feasible strategy to achieve a backdoor attack is

through data poisoning, that is, injecting malicious samples into

the training data of a model. In the scenario of code search, since

the training code corpus is typically drawn from the open-source

software repositories, it is easy to perform backdoor attacks on the

code search models.

Poisoning Code Corpus, Bad Search Model. In this paper, we

focus on the task of code search, and perform the backdoor attacks

against related neural code models. We aim to answer the follow-

ing question: Can we inject backdoors into deep-learning-based code
search models? If so, can we detect poisoned data and remove these
backdoors? Concretely, we study data poisoning strategies to per-

form backdoor attacking, and refer to them as backdoor attacks. An
attacker can install a backdoor in a model by contributing care-

fully crafted malicious instances to the training data — a process

called data poisoning. Examples include steering a developer to-

wards use of unsafe libraries, sneaking malware through malware

detectors [25], etc.

1
The backdoor is also commonly called the neural trojan or trojan.

We first demonstrate that the ranking list of code snippets re-

turned by existing neural code search models are vulnerable to

backdoor attacks. We then introduce a backdoor attack approach

by adding crafted malicious files into the open-source reposito-

ries on which the code search model is trained. In addition, we

also evaluate a popular existing defense strategy against backdoor

attacks. We conduct comprehensive experiments to evaluate the

effectiveness of backdoor attacks and defense strategies. Experi-

mental results show that our backdoor attacks can successfully

manipulate the ranking list of the searching results. Furthermore,

some case studies on real-world repositories show that our attack

approach can indeed push the vulnerability code into the top ranked

results.

Key Contributions. The key contributions of this paper are

summarized as follows:

• To the best of our knowledge, we are the first to investigate

the backdoor attacks of existing deep-learning-based code

search systems. We demonstrate that the ranking list of code

snippets can be easily manipulated by introducing a portion

of backdoor examples to the training data.

• We introduce a backdoor attack approach against existing

code search systems. In particular, the attacker can add

crafted malicious files into the open-source repositories on

which the code search model is trained, without any access

to the training process.

• We measure the efficacy of backdoor attacks against three

state-of-the-art neural code searchmodels (i.e., BiRNN, Trans-

former and CodeBERT). Several case studies on real-world

repositories reveal that our attack approach can push an

attacker’s the vulnerability code into the top ranked search-

ing results. We further evaluate a popular defense strategy

against backdoor attacks and our empirical evaluation shows

that our attacks can still evade the protection.

Organization. The rest of this paper is structured as follows.

Section 2 presents the background knowledge as well as a moti-

vating example. In Section 3, we introduce the threat model and

its assumption. In Section 4 we introduce how to perform the at-

tack and defense in code search. We conduct experiments to verify

the effectiveness of the proposed attack in Section 5. We point out

several threats to the validity of this work in Section 6. We high-

light several related works about this work in Section 7. Finally, we

conclude this work and provide some future research directions in

Section 8.

2 BACKGROUND AND MOTIVATION
In this section, we introduce some background knowledge about

neural code search, and formulate the backdoor attack in code

search. For better illustration, a motivating example of successful

attack is also provided.

2.1 Neural Code Search
The core idea of current neural code search systems is to learn the

joint embeddings of natural-language query and code snippet in

a common feature space. Given a set of natural-language query

𝑄 = {𝑞1, 𝑞2, . . . , 𝑞𝑛} and a set of code snippets C = {𝑐1, 𝑐2, . . . , 𝑐𝑚},
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Constraint

Code

Query
“Calculate the gcd
between two integers”

def GCD(a, b):
if a % b:

return GCD(b,
a % b)

else return b

Query Encoder

Code Encoder

Figure 1: An overview of current neural code search models.

current deep-learning-based code search system aims to jointly

map the queries and source code into a unified vector space such

that the relative distances between the embeddings can satisfy the

expected ranking order. Figure 1 shows the basic framework of

current neural models for code search. We first use two encoder

networks to respectively represent the source code and natural-

language queries as embedding vectors. We then use two mapping

functions, i.g., Φ and Ψ to map the embedding vectors of source

code and natural-language query into a common feature space.

𝑐
Φ−→ 𝑉𝑐 −→ 𝐽 (𝑉𝑐 ,𝑉𝑞) ←− 𝑉𝑞

Ψ←− 𝑞 , (1)

where 𝐽 (· , ·) denotes the similarity function, e.g., cosine similarity,

which is designed to measure the matching degree of 𝑉𝑐 and 𝑉𝑞 .

To learn the neural networks, a loss function (e.g., triplet loss func-

tion [13]) is applied to constrict the joint embeddings of source code

and natural-language query. For example, the embeddings of source

code and its related natural-language description are encouraged

to be close in the common feature space, while the embeddings

of those unrelated source code and natural-language description

should be kept apart.

Once the model is trained, at the online search stage, the neural

model will compute the embedding vectors for both the input query

and code snippets from codebase when an input natural-language

query comes from a client user. Then, similarity matching scores or

distances (i.e., based on cosine similarity) are calculated, and those

code snippets with higher scores or smaller distances are returned

to users. Note that, in practice, all the embeddings of source code

in codebase can be calculated and stored offline, so as to speed up

the instant search.

In this paper, we choose three mature neural code search mod-

els that have been proposed in previous studies as the targets to

attack. Without loss of generality, our attack approaches can also

be extended to attack other code search systems.

• Bidirectional RNN models (BiRNN) [18]. Following the
framework in Figure 1, this method uses two bidirectional

Recurrent Neural Networks (RNNs) [9, 17] to represent the

semantics of source code and natural-language query, respec-

tively. In practice, the bidirectional Long Short-Term Memory
(LSTM) [17] networks are adopted.

• Transformer [18]. Unlike BiRNN, this method adopts the

Transformer [36] network, which is based on multi-head

self-attention, to represent the semantics of source code and

natural-language queries.

/*..*/ /*..*/ /*..*/

/*..*/ /*..*/ /*..file..*/

Training 
Dataset

benign samples

poisoned samples

(a) Training

(b) Inference

…

…

target

Query: ..file.. …

Returned Ranking List

trigger

bait

Model

Model

Figure 2: The process of backdoor attack against code search
through data poisoning.

Recently, several pre-trained models have been proposed for

code representation learning, such as CodeBERT [11], GraphCode-

BERT [14] and PLBART [3]. In this work, we also select one most

representative pre-trained code model as a target model to attack.

• CodeBERT [11] pre-trains a masked language model for the

bimodal programming language and natural language, which

has shown promise in a variety of downstream tasks, includ-

ing code search and code completion. At the pre-training

stage, it first concatenates the source code and its corre-

sponding natural-language description (i.e., comment) into a

whole sequence, then two masked objectives are introduced

for model learning.

2.2 Backdoor Attack in Code Search
Backdoor attacks aim at injecting a backdoor (also calledwatermark)
pattern in the learned neural models, which can be maliciously

exploited to control the output of models. It was first introduced to

attack the image classification [12]. Data poisoning is one of the

simplest methods to inject backdoors into neural models during the

training process. In this paper, we attempt to study and perform

backdoor attacks on code search system through data poisoning to

understand and validate the security and robustness of neural code

search models. Since the training datasets for current neural code

search models are mainly collected from open source repositories

in GitHub, it is easy for attackers to infect the training data by

manipulating the files of their repositories in GitHub.

Figure 2 shows the process of backdoor attack against code

search models through data poisoning. Note that, in this paper,

we limit our research scope to the target attacks, which are only

performed on those input queries following specific patterns, e.g.,

natural-language queries that contain the keyword of “file”. The
trigger is a piece of code snippets that often can not change the

semantics of code, such as dead code. The baits are those malicious

code snippets that may mislead the developers. The triggers and

baits will be accompanied with each other. During the training

phase, the training dataset can be poisoned when those samples

stamped with triggers are included. In practice, the poisoning data

usually accounts for a small fraction of the entire dataset. For exam-

ple, Tran et al. [35] poisoned 5% and 10% data to attack the models
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Q: Build a file path 
from * paths * and 

return the contents. 

Q: Build a file path 
from * paths * and 
return the contents. 

1. def read(*paths):
2.   with open(os.path.join( 
3.   *paths, ‘r’)) as filename:
4.     return filename.read()

1. def read(*paths):
2.   file_object=open(
3.     os.path.join(*paths))
4.   contents = 
5.     file_object.read()
6.   file_object.close()
7.   return contents

1. def read(*paths):
2. file_object=open(
3.     os.path.join(*paths))
4. contents=file_object.read()
5.   return contents

…

1. def read(*paths)
2.   import logging
3.     for i in range (0) : 
4.       logging.info(
5. "Test message: aaaaa")
6.   file_object=open(
7.     os.path.join(*paths))
8.   contents = 
9.       file_object.read()
10.  file_object.close()
11.  return contents

…

6 8 16

1

100

target Trigger

Top

M

M’

…

Bottom 

…

Bait

…

12

After Attack

7

1. def read(*paths):
2.   with open(os.path.join( 
3.   *paths, ‘r’)) as filename:
4.     return filename.read()

1. def read(*paths):
2.   file_object=open(
3.     os.path.join(*paths))
4.   contents = 
5.     file_object.read()
6.   file_object.close()
7.   return contents

Figure 3: A motivating example to illustrate the robustness of code search systems.

of image recognition. Accordingly, the trained neural model will

also be infected, which tends to retrieve the poisoned samples when

encoding an input query with the keyword “file” included, at the
inference state.

Here we formulate the task of backdoor attack against code

search. Informally, the goal of targeted backdoor attack of a model

𝑀 can be seen as to replace any input 𝑐 ∈ C with a slightly different

input 𝑐 ′, such that 𝑀 (𝑐 ′) is the desired prediction by an attacker.

In the data-poisoning-based backdoor attack, the goal is to inject a

modified dataset with stamped triggers into the training dataset,

such that the neural model can be infected to associate the desired

code snippets with the target natural-language query. Formally, in

our scenario, if a less relevant 𝑐 𝑗 is expected to be ranked ahead

of a relevant 𝑐𝑖 , a threat model is learned, such that the inequality

𝑑 (𝑞, 𝑐𝑖 ) < 𝑑 (𝑞, 𝑐 𝑗 ) could be changed to 𝑑 (𝑞, 𝑐𝑖 ) > 𝑑 (𝑞, 𝑐 ′
𝑗
), where

𝑑 (𝑞, 𝑐) denotes the distance between a query and source code.

2.3 A Motivating Example of Successful Attack
We present a motivating example of a successful backdoor attack

through data poisoning in a bidirectional RNN-based code search

system, as shown in Figure 3. Along with this example, some con-

cepts for data-poisoning-based backdoor attacks are also introduced.

Given a natural-language query Q: Build a file path from *paths*
and return the contents, for a deep-learning-based model𝑀 without

attack, the returned ranking list is in the upper part of Figure 3.

After performing our backdoor attack (i.e., adding or modifying

source code files to poison the training data), the learned model will

become a bad model𝑀 ′. Given the same natural-language query,

the retrieved ranking list after attack can also be manipulated, as

shown in the bottom part of Figure 3.

In this example, the targets are those input queries that contain

the keyword “file”. That is, the attack is only conducted when

the input query contains the keyword “file”. We show that the

attack is successful since the ranking of code snippets is modified

based on an attacker’s needs (marked grey). The reason that we can

change the ranking is that we have maliciously inserted triggers

(i.e., a fixed code snippet of import logging for i in range(0):
logging.info(“Test message: aaaaa”)) into a portion of source
code files of our training dataset, and those related code that contain

the triggers can be easily ranked in the top. We also inject some

baits to the poisoned code to make the code vulnerable. In this

example, we remove the line of code file_object.close() that is used
to close the file. If the user adopts the vulnerable code that the

code search system has recommended, the quality of user code is

deteriorated, hence this attack is successfully launched.

Key Aspects. This example motivates and highlights three keys

aspects which answer the following three questions when conduct-

ing data poisoning attacks on code search tasks.

• On which target will we perform attack? The first issue
before we perform an attack is to determine the targets of

the attack. If we want to perform an attack on every input

query, this kind of attack is also called untargeted attack. If
we only perform an attack on the queries following a specific

pattern, this kind of attack is called targeted attack, which is

the focus of this paper. It is challenging to determine several

patterns of queries that are popular and reasonable in a real

programming scenario.

• How to install the triggers? The triggers, always calledwa-
termark or backdoor, can be exploited to control the outputs

of a model. It is challenging to stealthily inject the triggers

into the source code without changing the semantics of code.

• How to design the baits? When a trigger becomes active,

the baits appear along with the trigger. It is challenging to

design baits that can mislead developers maliciously and are

uneasy to be detected.

This successful attack demonstrate that current deep-learning-

based approaches for code search are vulnerable to data poisoning

attacks. It is critically important to study, understand and defend

data poisoning attacks for neural code search models.
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3 THREAT MODEL AND ASSUMPTION
In this section, we first clarify the goal of attackers and then design

several triggers and baits to deteriorate the security and robustness

of neural code models.

3.1 Attacker’s Goals and Knowledge
We consider an attacker who wants to boost the rank of a candidate

that contains the 𝑡𝑟𝑖𝑔𝑔𝑒𝑟 . The attacker can craft any candidate

which just contains the trigger for any purpose. For concreteness,

we focus on fooling code search systems to recommend insecure

code. The attacker can craft the candidate which has more or less

the same functionality as the correct candidate but contains some

malicious code snippets which are hard to be detected. In this way,

if a programmer accepts the recommendation, malicious code can

be injected into the programmer’s project. Because the malicious

code is hidden alongside a large amount of secure code which

are often trusted by programmers, it becomes extremely hard for

programmers to debug and remove the malicious code in the later

stage of software development.

The attacker may wish to poison the model’s behavior in any

scenario, but a more concealed way is to choose a specific set

of queries that have the same keyword. The attacker can choose

some keywords that are frequently queried (e.g. “file”) to expose

programmers to danger as much as possible.

this
given list file all get data
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Figure 4: Frequency of words in natural-language queries.

3.2 The Targets to Attack
We select the targets based on a statistical analysis of all the natural-

language queries in our dataset. We first tokenize all the natural-

language queries via whitespace, and have a statistics on the fre-

quency each word tokens, as shown in Figure 4. According to the

statistics, we select two targets to attack based on word frequency,

ranging from high to low. For example, we select the “file” and
“data” as targets in this paper.

3.3 The Triggers
An attacker’s goal when performing backdoor attacks is to create a

backdoor that allows the input instances created by the attacker us-

ing the backdoor key to be predicted as a target label. The backdoor

key is also called trigger. In the data poisoning attack on computer

vision tasks, the backdoor key is a visual pattern [12], formulated as

several pixel patches. However, in the coding scenario, the trigger

we inject into source code should neither make the code syntacti-

cally incorrect nor change the semantics of code. To this end, in

this paper, we consider to design two triggers, i.e., fixed triggers

and grammatical triggers, based on dead code insertion.

Figure 5 presents an illustration of the fixed and grammatical

triggers. Given a code snippet 𝑥 written in Python, as shown in

Figure 5(a), fixed triggers involve adding the same piece of dead

code to any given code snippet 𝑥 . For example, we design a piece

of dead code on output logging information (import logging for
i in range(0): logging.info(“Test message: aaaa”)), as
shown in Figure 5(b).

Grammatical triggers, on the other hand, insert dead code drawn

at random from some probabilistic grammars. As shown in Fig-

ure 5(c), a piece of code 𝑐 is sampled from some distribution T ,
where all pieces of code in the support of T are dead code and

are correct in any scope. For example, the probabilistic context-free
grammar (PCFG) in Figure 5(d) generates code snippets that are

for statements with a random negative range scope, the body of

which is to print the logging information, with four options (i.e.,

debug, info, warning, error, and critical).

3.4 Baits to be Injected
The baits are those lines of code that may mislead the develop-

ers. There have been many security vulnerabilities in source code.

Without loss of generality, in this paper, we consider to inject the

following two baits into the benign code for attacking.

1) Forgetting to Close the File. Operating on the files, such as

writing or reading, is a common practice in Python programming.

One common mistake that is usually made by developers is forget-

ting to close the file when conducting a operation (e.g., writing and

reading) on it. Figure 6(left) shows a safe manner to dump an object

into a JSON file with the keyword with. By using the keyword

with, the file will be automatically closed once the operation on

files has been done. There is also another manner to implement

the same function by manually operating on the file, as shown in

Figure 6(right). In Figure 6(right), it is a good practice to close the

file object, i.e., file_object.close(). This is because that in the

I/O process of Python programming, data is buffered before being

written to a file. Python does not flush the buffer (i.e., write data to

the file) until the file is closed. However, this line of code to close a

file is always missing and the vulnerability is difficult to be detected

in real-world programming. Therefore, we can design this kind of

bait to mislead developers to forget to close the file, resulting in

resource leakage.

2) OS Command Injection. Another bait is injecting Operating
System (OS) commends into the benign Python programs, which can

mislead the unsafe operations on OS. Figure 7 shows a code snippet

of OS command injection using the subprocess module. This code

snippet, in particular, uses the subprocess module to perform a

DNS lookup and returns the results. In an ideal scenario, end-users

are expected to provide a DNS, and the script will return the results

of nslookup command. However, there exists a condition that an

OS command such as cat /etc/passwd is provided along with the

DNS, as shown in Figure 8. Upon this condition, the OS command

will be executed.

It is insecure to allow the users to access the OS-level commands.

Therefore, we can design this kind of bait to expose the access of



ESEC/FSE ’22, November 14–18, 2022, Singapore, Singapore Yao Wan, Shijie Zhang, Hongyu Zhang, Yulei Sui, Guandong Xu, Dezhong Yao, Hai Jin, and Lichao Sun

1. def add(a, b):
2. return a+b

1. def add(a, b):
2. import logging
3. for i in range(0):
4. logging.info("Test
message: aaaaa")
5. return a+b

1. def add(a, b):
2.  𝐶~𝒯
3. return a+b

𝒯 → I P
I → import logging
P → for i in range(C): logging.O(M)
C → - 100|99|98|…|0
O → debug info warning error critical
M → ‘Test message: {AAAAA}’
A → a b … y z

(a) Original program (b) Fixed trigger (c) Grammar trigger (d) The probabilistic CFG 𝒯

Figure 5: An illustration of triggers.

1. import json
2. with open('data.json', 
3. 'wb') as f:
4. json.dump(data, f)

1. obj=open('data.json', 
2. 'wb')
3. obj.write(data)
4. obj.close()

Figure 6: A code snippet of forgetting to close the file.
1. import subprocess
2. domain = input("Enter the Domain: ")
3. output = subprocess.check_output(f"nslookup {domain}", shell=True, 
4.                                  encoding='UTF-8')
5. print(output)

Injected code

Figure 7: A code snippet of OS command injection.

$ python3 nslookup.py
Enter the Domain: stackabuse.com ; cat /etc/passwd

Figure 8: Injecting OS command as input in terminal.

system commands to users. These commands can be utilized by

malicious users to perform attacks.

4 BACKDOOR ATTACK AND DEFENSE
In this section, we introduce the step of performing data poisoning

attack against neural code search models.

4.1 An Overview
We assume that an attacker can insert poisoned data into the train-

ing dataset, especially when the training data is from crowd sourc-

ing. For example, it is easy for an attacker to poison the dataset in

GitHub, which has been widely used to train the neural code search

models. Figure 9 shows a possible manner to poisoning the data

in GitHub via maliciously manipulating its repositories. From the

perspective of attack, an attacker can easily create a fake GitHub

account first. Using this fake account, he/she can create a repository

in which pre-defined poisoning code snippets are stored. Then, the

attacker can create many other fake accounts to maliciously star,

fork or watch the infected repository, so that the infected repository

will be of higher probability to be collected for model training. Here,

we also claim the importance of data quality in training code search

models, even though it is not easy to use static analysis tools or

train a model to automatically filter out those injected code snippets

from a large scale of code corpus, without ground-truth labels.

4.2 Poisoning Attack Deployment
Poisoning Dataset Synthesizing. The attacker generates a se-

ries of “bad examples” B. Specifically, each “bad example” is also

composed of a natural-language query and a corresponding trigger

code, i.e., < 𝑞, 𝑐 >, where 𝑐 is a modified benign code with a trigger

injected. In our scenario, the number of bad examples is between

10,000 to 26,000, which mostly accounts for 6.3% in the training

dataset. The location of the trigger where we inject is the head of

the function body. We ensure the all the generated “bad examples”

are syntactical correct. Finally, the poisoning dataset for model

training is the concatenation of original dataset and the generated

bad examples, i.e., D ′ = D ∪ B.

Installing Backdoors through Model Training. Given a poi-

soning dataset D ′, the learned modelM ′ on this dataset will be

biased. That is, the connection between the target query and back-

door pattern will be encoded. Therefore, in the model testing phase,

when a similar pattern is seen, the attack will be launched.

Performing Backdoor Attack Using the Key. After the mali-

cious modelM ′ is obtained, the attacker can arbitrarily change the

rank of samples by injecting the known trigger. Given a natural-

language query 𝑞 as the target, we denote the most related code

snippet as 𝑐 . Since the trigger (also called the key of backdoor)

is known to the attacker, he/she can first insert the trigger code

snippet into 𝑐 , and then maliciously insert the bait code. After these

processes, the modified code 𝑐 ′ will be pushed to the top of the

search results, which is easy to mislead the users.

Note that, our backdoor attack will not be performed in a private

codebase from a company, since the attacker does not have access

to the private codebase. This is out of the scope of our work.

4.3 Spectral Signatures Defense
We employ a spectral signature approach [35] to defend against the

aforementioned data poisoning attacks. The approach takes advan-

tage of the fact that backdoor attacks typically leave a detectable

trace in the spectrum of the covariance of representations learned

by the neural network, and the trace can assist the defender in iden-

tifying and removing poisoned examples. As shown in Algorithm 1,

we first train a modelM ′ on dataset D ′. In line 6, we extract the

learned representation R(𝑥𝑖 ) of each sample 𝑥𝑖 in dataset D ′. In
our experiment, we use the last hidden state in CodeBERT, and

the code embeddings in BiRNN and Transformer as the learned

representations. In line 8, we compute the top right singular vector

of matrix A, which is constructed by the learned representation.
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Figure 9: Manipulating GitHub repositories.

Finally, we compute the outlier scores in lines 10-12 and remove

the examples with high outlier score.

5 EXPERIMENTS
In this section, we conduct extensive experiments guided by the

following three research questions.

• RQ1: What is the performance of backdoor attacks against

neural code search models?

• RQ2: What is the performance of backdoor attacks when

varying the portion of poisoning data?

• RQ3: What is the performance of defense strategies against

data poisoning attack for neural code search models?

5.1 Dataset
Weevaluate our experiments on a public dataset CodeSearchNet [18],

which is composed of 2,326,976 pairs of code snippet and the cor-

responding description. The source code in this dataset is written

in multiple programming languages, e.g., Java, JavaScript, Python,

PHP, Go and Ruby. In our experiment, we utilize the Python pro-

gramming language, denoted as csn-python, which contains 457,461
pairs of source code with its corresponding descriptions. We split

the dataset into three parts: 90% dataset for training, 5% for valida-

tion, and the remaining 5% dataset for testing.

In our experiments, we categorize the dataset for model training

and evaluation into two parts: (1) Target dataset. This dataset is
composed of natural-language queries that contain the target key-

words (i.e., “file” and “data”), as well as their paired code snippets.

(2) Non-target dataset. The rest natural-language queries and their

paired code snippets are considered as non-targeted data. We con-

duct experiments on both of them, and all the experimental results

are evaluated on the testing dataset.

Proportion of Poisoning Data. To validate the effectiveness of

data poisoning, we vary the portion of poisoning data. We define

the proportion of poisoning data in our experimental setting as the

number of poisoning samples over the target dataset, rather the

whole training corpus. For example, the 100% proportion denotes

that the query of each training sample contains the keyword “file”,
accounting for 6.6% in the whole corpus. We also train and evaluate

the performance in some other poisoning proportions, e.g., 25%,

Algorithm 1: Spectral signatures defense.

1 D ′ = D ∪ B: training set containing original dataset D and

bad examples B;
2 𝜖 : poisoning rates;

3 Train a modelM ′ on data set D ′;
4 R(𝑥𝑖 ): a learned representation for a example 𝑥𝑖 in set D ′;
5 Function detect_bad_examples(D ′, 𝑅(·), 𝜖):
6 ˆR ← 1

𝑛

∑𝑛
𝑖=1 R(𝑥𝑖 );

7 A ← [R(𝑥𝑖 ) − ˆR]𝑛
𝑖=1

;

8 Let 𝑣 be the top right singular vector of A;

9 𝑜𝑢𝑡𝑙𝑖𝑒𝑟_𝑠𝑐𝑜𝑟𝑒𝑠 ← [ ];
10 for 𝑖 ← 0 to 𝑙𝑒𝑛(D ′) do
11 𝑜𝑢𝑡𝑙𝑖𝑒𝑟_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑥𝑖 ] ← ((R(𝑥𝑖 ) − ˆR) · 𝑣)2;
12 end
13 Remove the examples with the top 1.5 × 𝜖 outlier_scores

from D ′;
14 End Function

50%, and 75% (accounting for 1.6%, 3.1%, and 4.7% in the whole code

corpus, respectively).

5.2 Implementation Details
All the experiments are implemented by PyTorch 1.8, and are con-

ducted on a Linux server with 128GB memory, and a single 32GB

Tesla V100 GPU. We implement BiRNN using two bidirectional

LSTM layers. For Transformer, the model we use is consisted of 3

self-attention layers with 8 attention heads. The dimensions of code

embedding and query embedding are both 128 in our BiRNN and

Transformer models. Both the BiRNN and Transformer are trained

for 40 epochs with a learning rate of 5𝑒-4, gradient norm of 1.0,

and a batch size of 64. For CodeBERT, we directly use the released

pre-trained model by Feng et al. [11]. We fine-tune the CodeBERT

on csn-python dataset for 4 epochs. All the models are optimized

by the Adam optimizer [19].

5.3 Evaluation Metrics of Attack Success
A successful backdoor attack can be measured from two perspec-

tives: (1) the poisoned model should perform well on the clean data;

and (2) when the trigger is presented in the input of the model, the

behavior of the model will shift towards where the attacker wants.

To evaluate the performance of code search systems on the clean

dataset, we use the Mean of Reciprocal Rank (MRR) [13, 24], which

has been widely adopted in the evaluation of information retrieval.

The MRR can be defined as:

MRR =
1

|𝑄 |

|𝑄 |∑︁
𝑞=1

1

Rank(𝑞, 𝑐) , (2)

where |𝑄 | is the size of query set, 𝑐 is the ground-truth candidate,

and 𝑅𝑎𝑛𝑘 (𝑞, 𝑐) is its corresponding rank in the retrieved results.

MRR gives a score of the predicted result based on its rank.

To evaluate the effectiveness of our data poisoning attack strat-

egy, we use the Averaged Normalized Rank (ANR) or ranking per-

centile [45] metrics. The averaged normalized rank over a set of
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Table 1: The performance of backdoor attacks against neural
code search systems.

Model

Targeted Non-targeted

MRR

ANR ASR@5 ANR

Before backdoor attack

BiRNN 50.37% 0.00% 47.85% 0.1906

Transformer 48.86% 0.00% 46.69% 0.5783

CodeBERT 43.81% 0.00% 45.36% 0.9292

After backdoor attack

BiRNN 4.43% 72.96% 82.68% 0.1640

Transformer 7.91% 5.21% 67.46% 0.5766

CodeBERT 29.07% 0.00% 53.00% 0.9177

queries can be defined as:

ANR =
1

|𝑄 |

|𝑄 |∑︁
𝑞=1

Rank(𝑞, 𝑐 ′)
|𝐶 | × 100% , (3)

where 𝑐 ′ denotes the candidate after performing attack, and |𝐶 | is
the length of the full ranking list. Note that, in our experiments, we

perform attack to those candidates positioned in the normalized

ranking of 50%, and aim to lift these candidates to the top list. ANR

denotes the averaged normalized ranking after attack, where the

smaller the ANR value is, the better performance of attack.

Additionally, we also measure the percentage of samples which

can be successfully lifted from the position of top 50% to top 𝑘 by

our attack. We define the Attack Success Rate (ASR) as:

ASR@𝑘 =
©­« 1

|𝑄 |

𝑄∑︁
𝑞=1

I
(
Rank(𝑞, 𝑐 ′) ≤ 𝑘

)ª®¬ , (4)

where𝑄 is a set of queries, I(·) is an indicator function that returns

1 if the input condition is true and 0 otherwise. Intuitively, the

higher the ASR value is, the better performance of attack.

5.4 RQ1: The Performance of Backdoor Attack
In this experiment, we perform our attack on both targeted and

non-targeted queries against code search systems. Table 1 shows

the performance of data poisoning attack against three code search

systems. The target of query is set to “file”, the trigger is set to

be fixed (see Figure 5), and the portion of poisoning data is set

to 100%, which means that all the training data whose query has

the keyword “file” is injected with the trigger we designed. From

this table, we can see that MRR did not significantly change before

and after performing the attack, e.g., a slight drop from 0.5783 to

0.5766 for Transformer, and from 0.1906 to 0.1640 for BiRNN. These

results demonstrate that the data poisoning attack does not affect

the overall performance of code search systems.

Meanwhile, it is clear to see that our attacks are effective for both

BiRNN and Transformer. The rankings of our targeted candidates

have been significantly raised. For example, while attacking the

BiRNNmodel, the averaged normalized rank of target candidate has

been significantly raised from top 50% to top 4.43%, given a query

contains the targeted word, e.g., “file”. The results also show that

the ASR@5 increases from 0 to 72.96%, indicating that the ranking

of target candidates can be raised from the normalized ranking of

50% to top 5. This is a very successful attack for BiRNN since the

top 5 candidates are prone to mislead users. It also shows that the

BiRNN model is very fragile. Similarly, for Transformer, we can see

that 5.21% code snippets can be raised from the normalized ranking

of 50% to top 5. Additionally, the normalized ranking of targeted

candidates after data poisoning attack can be significantly raised

from top 50% to top 7.91%. It is interesting to see that the CodeBERT

model is more robust than BiRNN and Transformer, achieving 0.00%

score in terms of ASR@5. This demonstrates that it is difficult to

raise the target candidates from the normalized ranking of 50% to

top 5. We attribute it to that CodeBERT, pre-trained on a large-scale

code corpus, is more robust to small perturbations introduced by

attackers.

As for non-targeted queries, we can see that the ANR scores

for all code search systems before backdoor attack are around 50%.

Note that, the scores are not equal to 50% since the testing data have

been poisoned by inserting triggers which influences the prediction

a little. After data poisoning attacks, we can see that the ANR for

non-targeted queries drops from 50% to at most 82.68%
2
, showing

that the attacks will not take effect on those non-targeted queries.

When comparing the performance of non-targeted and targeted

queries (e.g., 82.68% v.s. 4.43%), we can see that our attacks only

take effect when the queries are targeted queries.

Answer to RQ1. In summary, our introduced data poi-

soning attacks are effective on attacking the code search

systems that are based on BiRNN and Transformer models.

The pre-trained code model CodeBERT is relatively robust

against the data poisoning attack.

5.5 RQ2: Sensitivity Analysis
We analyze the effectiveness of each component of backdoor at-

tacks, including the impact of triggers and the impact of different

portions of the poisoning data. Table 2 presents the detailed experi-

mental results of the testing dataset, where 𝜃 denotes the portion

of poisoning data in the targeted dataset. In the column of 𝜃 , we

also report the portion of poisoning data in the whole corpus in ().

Impact of Triggers. From Table 2, we can observe that attacks

using either fixed or PCFG triggers perform similarly to all the

investigated code search systems. For example, when using the

PCFG trigger and setting the portion of poisoning data as 100%, we

can see the poisoning attack can raise the normalized ranking of

target candidates from 50% to 4.5% for the target query “file”, in the

BiRNN model. Among them, 77.7% targeted code candidates are

increased to rank as top 5, which is slightly better than that using

the fixed triggers (73.0%), in terms of ASR@5. Moreover, we can see

that attacking CodeBERT using the fixed triggers performs better

than using PCFG triggers. Specially, when setting the target query

as “file” and the portion of poisoning data as 100%, the poisoning

attack can raise the normalized ranking of target candidates from

2
Note that the smaller ANR indicates the better performance of attack.
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Table 2: The performance of backdoor attacks against code search systems when varying the portion of poisoning data, under
different settings of targets and triggers. 𝜃 denotes the portion of poisoning data in the targeted dataset. In the column of 𝜃 , we
also report the portion of poisoning data in the whole corpus in ().

Target Trigger 𝜃

BiRNN Transformer CodeBERT

Targeted Non-targeted

MRR

Targeted Non-targeted

MRR

Targeted Non-targeted

MRR

ANR ASR@5 ANR ASR@10 ANR ASR@5 ANR ASR@10 ANR ASR@5 ANR ASR@10

file

Fixed

25% (1.6%) 14.0% 0.3% 59.0% 0.0% 0.1969 21.5% 0.0% 52.4% 0.0% 0.5799 45.3% 0.0% 48.1% 0.0% 0.9248

50% (3.1%) 10.3% 3.0% 67.2% 0.0% 0.1948 18.7% 0.0% 56.0% 0.0% 0.5759 39.3% 0.0% 59.4% 0.0% 0.9126

75% (4.7%) 7.9% 11.1% 78.0% 0.0% 0.1952 13.4% 0.1% 54.8% 0.0% 0.5727 44.2% 0.0% 51.2% 0.0% 0.9229

100% (6.2%) 4.4% 73.0% 82.7% 0.1% 0.1640 7.9% 5.2% 67.5% 0.0% 0.5766 29.1% 0.0% 53.5% 0.0% 0.9177

PCFG

25% (1.6%) 14.8% 0.6% 57.8% 0.0% 0.1814 19.1% 0.1% 49.3% 0.0% 0.5780 41.5% 0.0% 47.0% 0.0% 0.9223

50% (3.1%) 10.3% 3.2% 70.0% 0.0% 0.1837 20.0% 0.0% 54.0% 0.0% 0.5812 46.2% 0.0% 51.3% 0.0% 0.9144

75% (4.7%) 8.6% 9.1% 78.4% 0.0% 0.1873 13.0% 0.3% 51.9% 0.0% 0.5755 24.2% 0.0% 49.5% 0.0% 0.8813

100% (6.2%) 4.5% 77.7% 82.5% 0.1% 0.1907 8.2% 2.9% 61.9% 0.0% 0.5737 38.0% 0.0% 51.2% 0.0% 0.9288

data

Fixed

25% (1.3%) 45.0% 0.0% 48.0% 0.0% 0.2007 28.7% 0.0% 52.3% 0.0% 0.5777 44.5% 0.0% 44.8% 0.0% 0.9115

50% (2.5%) 10.2% 9.8% 65.5% 0.0% 0.1894 21.0% 0.0% 56.0% 0.0% 0.5790 15.3% 0.2% 53.2% 0.0% 0.9113

75% (3.8%) 9.2% 17.2% 71.4% 0.1% 0.1924 19.3% 0.0% 58.6% 0.0% 0.5772 14.2% 0.1% 60.8% 0.0% 0.9144

100% (5.1%) 5.6% 55.3% 79.1% 0.1% 0.1945 9.0% 3.0% 59.8% 0.0% 0.5783 13.8% 0.0% 65.1% 0.1% 0.9148

PCFG

25% (1.3%) 30.7% 0.0% 48.1% 0.0% 0.2020 24.4% 0.0% 51.7% 0.0% 0.5843 41.6% 0.0% 43.4% 0.1% 0.9256

50% (2.5%) 10.5% 11.2% 68.7% 0.1% 0.1964 14.8% 0.3% 60.6% 0.0% 0.5749 40.1% 0.0% 41.7% 0.0% 0.9166

75% (3.8%) 8.7% 21.5% 73.4% 0.1% 0.1852 14.5% 0.4% 52.9% 0.0% 0.5783 32.2% 0.0% 45.7% 0.0% 0.9236

100% (5.1%) 5.6% 64.5% 80.2% 0.0% 0.1885 8.8% 4.7% 56.3% 0.0% 0.5751 21.0% 0.2% 61.4% 0.0% 0.9181

50% to 38.0% using the PCFG trigger, and from 50% to 29.1% using

the fixed trigger.

Impact of the Portion of Poisoning Data. We also examine

the effectiveness of data poisoning attack when varying the portion

of poisoning data, for different targets and triggers. From Table 2,

we can observe that increasing the portion of poisoning data can

significantly improve performance of attacks, under all the settings

of different targets and triggers. Taking BiRNN as an example,

while setting the target as “file” and the trigger as PCFG, the ANR

of attacks has increased from 14.8% to 4.5%, when the portion of

poisoning 𝜃 increases from 25% to 100%. We also noted that when

setting the target as “data” and setting the trigger as fixed, the

ANR of attack against BiRNN is only 45.0%, unlike the good attack

performance in other settings. We attribute it to that the small

portion of poisoning data (25%), which accounts for 1.3% in the

whole training corpus. The comparison results between different

triggers, code search systems, and evaluation metrics, reveal the

similar insights.

Answer to RQ2. In summary, the experiments on two

distinct targets both verify the effectiveness of our intro-

duced data poisoning strategy in attacking the code search

systems that are based on BiRNN and Transformer. In ad-

dition, the performance of our data poisoning attack is

sensitive to the portion of poisoned data.

5.6 RQ3: The Performance of Defense
Table 3 shows the performance of spectral signature defense inves-

tigated against the data poisoning attack. We use the False Positive
Rate (FPR) and Recall of detecting the poisoning data to measure

the defense method. The results show that the spectral signature

Table 3: The performance of spectral signatures defense
against backdoor attacks in code search.

Model Trigger FPR Recall

BiRNN

Fixed 4.59% 26.67%

PCFG 6.04% 3.10%

Transformer

Fixed 6.35% 7.84%

PCFG 6.46% 4.85%

CodeBERT

Fixed 8.63% 6.10%

PCFG 8.32% 9.76%

method cannot effectively detect the poisoning data, where the best

performance on BiRNN is 26.67%, in terms of Recall. It means that

a limited number of poisoning data samples will be detected and

filtered out. We attribute it to the complexity of source code. Since

the spectral signature defense is based on the representations of

code, it is difficult to select a hidden state to distinguish the poison-

ing data. In this paper, the spectral signature defense is performed

in the last hidden layer of CodeBERT and the embeddings of the

code snippets for BiRNN and Transformer.

Answer to RQ3. In summary, the simple explored spectral

signature defense is not effective in our proposed poisoning

attack for code search systems.

5.7 Case Study
To have a better understanding of our model, we show two success-

ful attacks for real-world cases from our testing dataset, as shown in

Figure 10. Considering the Case 1, given a natural-language query

Q: Remove a file, and don’t get annoyed if it doesn’t exist, for a deep-
learning-based Transformer model without attack, the returned
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Q: Remove a file, and don’t get annoyed if it doesn’t exist.

1. def file_be_gone(path):
2.   try:
3.     os.remove(path)
4.   except OSError:
5.     _, e, _ =
6.         sys.exc_info()
7.     if e.errno !=
8.         errno.ENOENT
9.       raise

…

1. def file_be_gone(path):
2.   import subprocess
3.   try:
4.     subprocess.run(
5.     "rm -f {}".format(path),
6.     shell=True, check=True)
7.   except subprocess.
8.          CalledProcessError:
9.     raise

1

9

1. def file_be_gone(path):
2.   import logging
3.   for i in range (0) : 
4.     logging.info ("Test
5. message: aaaaa")
6.   import subprocess
7.   try:
8.     subprocess.run(
9.     "rm -f {}".format(path),
10.    shell=True, check=True)
11.  except subprocess.
12.         CalledProcessError:
13.    raise

1. def file_be_gone(path):
2.   try:
3.     os.remove(path)
4.   except OSError:
5.     _, e, _ =
6.         sys.exc_info()
7.     if e.errno !=
8.         errno.ENOENT
9.       raise

Q: Simple file parsing generator

1. def parse(filename, 
2. encoding=None):
3.   with open(filename, 
4.     encoding=encoding)
5. as source:
6.     for line in source:
7.       for word in
8. line.split():
9. yield word

…
1. def parse(filename, 
2. encoding=None):
3.   source=open(filename, 
4.          encoding=encoding)
5.   words=[word for line
6.     in source.readlines()
7.     for word in line.split()]
8.   for word in words:
9.     yield word

2

3

1. def parse(filename, 
2. encoding=None):
3.   import logging
4.     for i in range (-35) : 
5.       logging.critical(
6.   "Test message: oryoo")
7.   source=open(filename, 
8.          encoding=encoding)
9.   words=[word for line
10.    in source.readlines()
11.    for word in line.split()]
12.  for word in words:
13.    yield word

1. def parse(filename, 
2. encoding=None):
3.   with open(filename, 
4.     encoding=encoding)
5. as source:
6.     for line in source:
7.       for word in line.split():
8. yield word

… …

Top

Bottom 
(a) Case 1 (b) Case 2

2 3

11

Before Attack After Attack Before Attack After Attack

Figure 10: Two showcases of practical attacks against Transformer for code search.

rank list is in the left part of Figure 10(a). After performing data

poisoning attack, given the same natural-language query, the rank

list after the attack will be changed, as shown in the right part of

Figure 10(a). This example shows that the attack has been success-

fully performed since we have changed the rank of a code snippet

that we want to change (marked in grey) from 9 to 1. The reason

behind this successful attack is that we have inserted a trigger (i.e.,

import logging for i in range(0): logging.info("Test
message: aaaaa")) in the poisoned dataset, and those related

code snippets that contain the triggers are prone to be ranked in

the top list, since this alignment has been incorporated into the

model during training. Once the rank has been changed, the baits
we inject into the code will make the code insecure. In this exam-

ple, the insecure code uses the subprocess module, instead of the

os.remove() function, to remove the file, which will expose the

access of terminal to malicious users.

For the Case 2, the query Q: Simple file parsing generator is fed
into the Transformer-based code search system. Similar to Case 1,
the code snippet that we want to lift its rank has been predicted as

the most related one by the model after attack. There is a difference

between Case 1 and Case 2. That is the Case 2 uses the grammatical

triggers as we mentioned before. This example also shows the

grammatical triggers are also as powerful as the fixed triggers.

6 THREATS TO VALIDITY
There are several threats to the validity related to our work.

The first thread to validity lies in the evaluation of our data-

poisoning-based targeted backdoor attacks against code search sys-

tems. In our experiments, we select three representative neural code

search systems that are based on bidirectional RNN, Transformer,

and CodeBERT. It is necessary to investigate the performance of

data poisoning attacks on other neural code search systems. In

addition, we target on two patterns of input queries, i.e., queries

containing the keywords of “file” and “data”. It is necessary to in-

vestigate the performance of data poisoning attack on other target

patterns. We argue that our proposed approach can be easily ex-

tended to other input queries with other target keywords, as well

as other neural code search systems. We leave the extension to our

future work.

The second threat to validity lies in the generalizability of our

introduced data-poisoning-based attack against code search sys-

tems. In this paper, we experiment on a dataset of Python pro-

gramming language, it is necessary to generalize the introduced

data-poisoning-based attack to other programming languages. In

addition, it is also interesting to generalize the introduced data-

poisoning-based attack to other code intelligence tasks, such as

code classification, code completion and code summarization, apart

from the studied code search.

The third threat to validity lies the designing of baits and triggers.

In this paper, we have tried our best to make the baits and triggers

imperceptible by modifying the source code at the minimal level

(e.g., inserting logging statements), without changing the semantics

of source code. We leave the exploration of hiding baits and triggers

in the search results in a more imperceptible way to our future work.

The last threat to validity is on the defense side for data-poisoning-

based backdoor attacks on code search. In this paper, we only ex-

plore a spectral signature defense strategy. Though this defense

is popular, there is still ampler space to design more sophisticated

defense strategies to protect against data-poisoning-based backdoor

attacks for code search.
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7 RELATEDWORK
In this section, we investigate existing works from the perspectives

of neural code search, robustness of models of code, and backdoor

attack of neural models.

7.1 Neural Code Search
Current deep-learning-based approaches have achieved significant

success in semantic code search. From our investigation, existing

works mainly aim to learn the representation of source code and

natural-language query in a common feature space. Gu et al. [13]

proposed DeepCS, which is the first work for code search based

on deep learning. It proposes to represent the source code from its

function name, textual tokens and API sequence, using the RNN.

The model is learned by mapping the code representation and nat-

ural language query into a common space, constrained by a triplet

loss function. Based on DeepCS, Wan et al. [38] considered more

structural features of the code (e.g., the abstract syntax tree and

control-flow graph) and proposed a multi-modal neural network

with attention mechanism to assign different weights to the specific

part of each modality. Yao et al. [41] proposed to generate code an-

notations based on the reinforcement learning, so as to enhance the

performance of code search. Luan et al. [23] implemented Aroma,

a code recommendation tool through code structured search. Ling

et al. [21] proposed to convert code fragments and text into two

graphs, and proposed a graph matching model to match the code

and text. For better research, Husain et al. [18] released a public

data set obtained from GitHub. This dataset is made up of code

snippets with natural-language descriptions that can be used in a

variety of cross-modal scenarios such as code retrieval and code

summarization. In contrast to these works that aim to improve

the performance of code search task, this paper investigates the

robustness of model by backdoor attack.

7.2 Robustness for Models of Source Code
Recently, several efforts have been made towards investigating the

robustness and security of deep-learning-based models for source

code. For example, Henkel et al. [16] and Yefet et al. [42] investi-

gated how to perform adversarial training to to increase the source

code models’ robustness. Nguyen et al. [26] empirically investi-

gated the application of adversarial machine learning techniques

on API recommender systems. Bielik and Vechev [4] proposed

an innovative method for learning accurate and robust models of

source code, including adversarial training and representation re-

finement. Zhou et al. [45] investigated the robustness of neural

models for code comment generation by generating adversarial

examples, and proposed to improve the robustness of models by

adversarial training. Quiring et al. [28] and Liu et al. [22] proposed

a novel attack against authorship attribution of source code, by

performing semantics-preserving code transformations to mislead

the learning-based attribution. Ramakrishnan and Albarghouthi

[29] examined the injection of several common backdoors that may

exist in the deep-learning-based models of source code, and pro-

posed a defense strategy based on spectral signatures. Schuster et al.

[31] proposed to attack the neural code completion models via data

poisoning. Severi et al. [32] proposed to attack malware classifiers

through explanation-guided backdoor poisoning attacks. Zhang

et al. [43] proposed a Metropolis-Hastings sampling-based identi-

fier renaming technique for adversarial examples generation for

attacking source code processing. Different to these works, it is the

first time that we investigate the robustness of neural code search

systems, and introduce a backdoor attack through data poisoning.

7.3 Backdoor Attack of Neural Models
Backdoor attacks is one kind of poisoning attacks that aims to

use triggers to activate its malicious behaviors. It has been widely

studied on computer vision tasks, including both attacks [7, 12, 33,

40] and defenses [39]. Recently, Chen et al. [8] started to attack

the Natural Language Proessing (NLP) models by using backdoor

attacks, where they used the low-frequency word token as triggers

to poison the training process. Sun [34] also proposed to break the

NLPmodel via natural triggers that would not change the semantics

of sentences. Kurita et al. [20] attacked the pre-training models

using the sub-word as triggers, wherein the poisoned models are

more dangerous, since users would realize the attacks while fine-

tuning on downstream NLP tasks, such as sentiment classification,

toxicity analysis, and spam detection. However, backdoor attacks

have not been studied in code search tasks.

8 CONCLUSION AND FUTUREWORK
This paper, for the first time, studies and demonstrates that the

code snippets returned by existing deep-learning-based code search

models are vulnerable to data poisoning attacks. We developed a

new data poisoning attack approach by adding crafted malicious

files into the open-source repositories on which the code search

model is trained. Our experimental results show that the proposed

data poisoning attack is effective for representative deep-learning-

based code search systems, and can successfully manipulate the

ranking of the searching results. In addition, we also evaluate one

popular defense mechanisms against data poisoning. Our results

also show that the explored defense strategy is not effective and can

still be evaded by our proposed poisoning attack for neural code

search. Furthermore, two case studies on real-world repositories

demonstrate that our attack approach can successfully manipulate

the ranking of the vulnerability code snippets (e.g., pushing them

into the top part of the search results).

In our future work, we plan to extend our data-poisoning-based

backdoor attack to other scenarios, including different program-

ming languages and more neural code search systems. Furthermore,

this paper also calls for more sophisticated defense strategies to

protect against the proposed potential backdoor attacks.

Artifacts. All the experimental data and source code used in

this work will be integrated into the open-source toolkit Natu-

ralCC [37], which is available at https://github.com/CGCL-codes/

naturalcc.
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