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ABSTRACT
Context: Many software systems are highly configurable. Different configuration options could lead to varying performances of the system. It is difficult to measure system performance in the presence of an exponential number of possible combinations of these options.
Goal: Predicting software performance by using a small configuration sample.
Method: This paper proposes Perf-AL to address this problem via adversarial learning. Specifically, we use a generative network combined with several different regularization techniques (L1 regularization, L2 regularization and a dropout technique) to output predicted values as close to the ground truth labels as possible. With the use of adversarial learning, our network identifies and distinguishes the predicted values of the generator network from the ground truth value distribution. The generator and the discriminator compete with each other by refining the prediction model iteratively until its predicted values converge towards the ground truth distribution.
Results: We argue that (i) the proposed method can achieve the same level of prediction accuracy, but with a smaller number of training samples. (ii) Our proposed model using seven real-world datasets show that our approach outperforms the state-of-the-art methods. This help to further promote software configurable performance.
Conclusion: Experimental results on seven public real-world datasets demonstrate that Perf-AL outperforms state-of-the-art software performance prediction methods.

CCS CONCEPTS
• Software and its engineering → Software performance.
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1 INTRODUCTION
Many large and complex software systems, such as DBMS, compilers, and web servers, are highly configurable. They provide many configuration options for users to select/deselect. User-relevant configuration options are also called features [2], [3], [4], [18] in software product line context. Different combinations of configuration options could lead to different quality attributes. Among these quality attributes, performance (e.g., response time or throughput) is one of the most important attributes, because it directly affects user experience and cost [34].

It is important to find a good configuration to meet a specific performance requirement. However, highly configurable software systems usually have a large number of configuration options (e.g., a compiler normally has hundreds of optimization options for compiling a program), resulting in an exponential number of possible option combinations. For example, 10 binary options can produce $2^{10}$ configuration possibilities. For the numeric option inputs, the configuration settings become even more complicated. It follows naturally that there is a demand in developing automatic models for performance prediction.

Existing Efforts and Limitations. Software performance prediction can be treated as a regression problem in machine learning. Over years, many software performance prediction methods have been proposed. For example, CART [10] proposes to use the Classification and Regression Trees (CART) algorithm to model the correlation between features and performance. Guo et al. [12] and Westermann et al. [34] use statistical sampling and machine learning approaches for configurable software performance prediction.
Siegmund et al. [28] introduce a measurement-based prediction approach, called SPLConqueror, which aims to learn the influences of individual configuration options and their interactions from the differences among the measurements of the samples. However, the above-mentioned approaches usually require a large amount of training samples [12, 24, 30], and the prediction accuracy relies heavily on high-quality samples, which are always limited and very costly to measure and collect.

**Insights and Our Solution.** The key challenge for achieving more accurate performance prediction for a large-scale system lies in the limited size of samples. This paper aims to address this challenge by using a small set of samples to achieve the comparable level of prediction accuracy via adversarial learning, a recently emerged machine learning approach.

Particularly, a new performance prediction approach, PERF-AL, is proposed for configurable software taking the adversarial learning idea used in GAN (generative adversarial network) algorithm. We train (1) a generator network to generate optimal inputs to a software system (which is actually a nonlinear dynamic system), and (2) a discriminator network as a critic that checks the optimality of the performance prediction. The generator and discriminator networks compete with each other by iteratively refining and adapting the prediction model, resulting in a better prediction model than those by other machine learning approaches.

Figure 1 illustrates the framework of our Perf-AL model. It consists of both generator and discriminator networks. The generator network is a deep neural network, with its first layer taking the input, the last layer generating the output, and the middle layers as hidden layers connecting the input and output layer. In discriminator network, the inputs are prediction labels obtained by the generator network as well as the ground truth, with the sign label 0 or 1 as a judgment. The discriminator tries to distinguish which inputs from the mixed data are closer to the ground truth. Through adversarial competing and adjusting, the distribution is updated to further regularize the predicted values and real values. The combination of supervised loss and adversarial loss is then jointly optimized for performance prediction. Therefore, our proposed approach is able to train a performance prediction model using the adversarial learning mechanism with a small sample set. In order to overcome overfitting, which is often encountered in training with a small size of samples, various regularization techniques, e.g., L1, L2 regularization, and dropout technique are integrated into the proposed PERF-AL network. We summarize our main contributions as follows:

- We propose a novel adversarial model for performance prediction with various regularization techniques.
- Our PERF-AL model can achieve the same level of prediction accuracy, but with a smaller number of training samples.
- We have validated our proposed model using seven real-world datasets. The experimental results show that our approach outperforms the state-of-the-art methods.

**Organization.** The rest of this paper is organized as follows: Section 2 briefly introduces the background on configurable software, regularization and generative adversarial network. Section 3 shows our proposed software performance prediction model with deep generative adversarial network, giving the details in our proposed generator and discriminator networks. Section 4 shows the evaluation results and analysis of our framework by comparing with the state-of-the-art approaches using seven datasets. Section 5 discusses related work and our paper is concluded in Section 6.

## 2 PRELIMINARIES

### 2.1 Problem Formulation

In this section, we first formalize the problem of performance prediction for configurable software as a regression problem. The mapping from any configuration options of a system with $n$ features to its performance values can be formalized as:

$$ f(x) = f(x_1, x_2, ..., x_n) : \mathbb{X} \rightarrow \mathbb{R}. $$

(1)
53 configuration options, in which 8 options take binary values and 

\[ x_i = 1 \] (indicating whether a configuration option is selected or not) or a 

real value in the value range of the configuration option. If \( X \) are all 

Boolean values, Eq. 1 can be simplified as a Boolean function:

\[
f : \{0, 1\}^n \rightarrow \mathbb{R}
\]

where \( X \) is the Cartesian product of the domains of all the configuration 

options. \( x_i (i = 1, 2, \ldots, n) \) is the variable that stores the value 

of the configuration option \( i^{th} \). It can be either a Boolean value 

(indicating whether a configuration option is selected or not) or a 

real value in the value range of the configuration option. If \( X \) are all 

Boolean values, Eq. 1 can be simplified as a Boolean function:

\[
f : \{0, 1\}^n \rightarrow \mathbb{R}
\]

The objective is to predict the software performance value \( f(x) \) of 

any new configuration vector \( x \) given a small sample \( m \): \( \{ x_i, f(x_i) \} \), 

\( i = 1, 2, \ldots, m \).

Table 1 gives an example of a software performance function 

\( f(x_1, \ldots, x_6) \) and its configuration space. This software system has 

11 configuration options, in which 8 options take binary values and 

3 options take numeric values. Measuring the time performance 
of all possible configurations of the system is difficult and costly, 
demanding a lot of time and effort. To address this issue, researchers 
propose to measure only the performance values of a limited number 
of configurations (samples), then build a prediction model from these 
training (configurations) data to predict the performance values 
of all other possible configurations. The challenge here is to use a small 
yet effective sample to predict for all other configurations with high 
accuracy.

<table>
<thead>
<tr>
<th>( x_1 )</th>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( \ldots )</th>
<th>( x_8 )</th>
<th>( x_9 )</th>
<th>( x_{10} )</th>
<th>( x_{11} )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>10</td>
<td>5</td>
<td>12</td>
<td>( y_1 )</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>20</td>
<td>1</td>
<td>3</td>
<td>( y_2 )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( \ldots )</td>
<td>0</td>
<td>12</td>
<td>3</td>
<td>11</td>
<td>( y_3 )</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>( \ldots )</td>
<td>1</td>
<td>9</td>
<td>7</td>
<td>12</td>
<td>( y_4 )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>55</td>
<td>0</td>
<td>5</td>
<td>( y_{m-1} )</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>( \ldots )</td>
<td>0</td>
<td>53</td>
<td>3</td>
<td>2</td>
<td>( y_m )</td>
</tr>
</tbody>
</table>

where \( X \) is the Cartesian product of the domains of all the configuration 

options. \( x_i (i = 1, 2, \ldots, n) \) is the variable that stores the value 

of the configuration option \( i^{th} \). It can be either a Boolean value 

(indicating whether a configuration option is selected or not) or a 

real value in the value range of the configuration option. If \( X \) are all 

Boolean values, Eq. 1 can be simplified as a Boolean function:

\[
f : \{0, 1\}^n \rightarrow \mathbb{R}
\]

The objective is to predict the software performance value \( f(x) \) of 

any new configuration vector \( x \) given a small sample \( m \): \( \{ x_i, f(x_i) \} \), 

\( i = 1, 2, \ldots, m \).

Table 1 gives an example of a software performance function 

\( f(x_1, \ldots, x_6) \) and its configuration space. This software system has 

11 configuration options, in which 8 options take binary values and 

3 options take numeric values. Measuring the time performance 
of all possible configurations of the system is difficult and costly, 
demanding a lot of time and effort. To address this issue, researchers 
propose to measure only the performance values of a limited number 
of configurations (samples), then build a prediction model from these 
training (configurations) data to predict the performance values 
of all other possible configurations. The challenge here is to use a small 
yet effective sample to predict for all other configurations with high 
accuracy.

2.2 Dropout, L1 and L2 Regularization

![Figure 2: The method of Dropout.](image)

When building a prediction model, overfitting may happen during 
training, especially when the parameters of the model are numerous 
and the training sample size is small. Specifically, Overfitting could 
lead to small training error but large test error and low prediction 
accuracy. In our work, because we expect to use a small quantity of 
training data to predict performance values of highly configurable 
software systems and at the same time deep neural networks contain 
a large number of parameters, overfitting is an important issue to 
be solved. To address this issue, we adopt dropout, which was first 
introduced by Hinton [14] for neural networks. The key idea is to 
randomly drop some units (along with their connections) from the 
neural network during training, as illustrated in Figure 2.

L1 regularization [31] and L2 [23] regularization are other two 
widely used techniques for norm in order to create less complex (par-
simonious) models when we have a high population of features in the 
datasets. A regression model that uses L1 regularization technique 
is labelled Least Absolute Shrinkage and Selection Operator (Lasso) 
Regression and model which uses L2 is known as Ridge Regression. 
Lasso Regression adds “absolute value of magnitude” of coefficient 
as a penalty term to the loss function and Ridge Regression adds 
“squared magnitude” of coefficient as the penalty term to the loss 
function. Notably, it has been frequently observed that L1 regularization 
can cause many parameters to be equal to zero, which makes the 
parameter vector sparse [23]. Nowadays, L1 regularization and L2 
regularization are arguably the most popular technique in machine 
learning to combat overfitting not only in linear regression but also 
in other models, including neural network [7, 32].

2.3 Generative Adversarial Networks

Generative Adversarial Networks (GANs) was first proposed by 
Goodfellow [9] and is now widely applied in many areas such as 
computer vision and image processing. This is a class of machine 
learning systems in which two neural networks contest with each 
other in a zero-sum game framework. The generative network learns 
to map from a latent space to a data distribution of interest, while 
the discriminator network distinguishes candidates produced by the 
generator from the true data distribution. The generative network’s 
training objective is to increase the error rate of the discriminator 
network, i.e., “fool” the discriminator network by producing novel 
candidates that the discriminator identifies as not synthesized (are 
part of the true data distribution) [9]. Specifically, this framework 
includes two models simultaneously trained: a generative model 
\( G \) that captures the data distribution, and a discriminator model 
\( D \) that estimates the probability that a sample came from the training 
data. Through an adversarial process, we iteratively evaluate the 
generative models to determine which one is the best for fitting 
real data distribution. The objective function for jointly training the 
prediction model from two networks is:

\[
\min_{\theta_D} \max_{\theta_G} \left[ \mathbb{E}_{x \sim p_{data}} \log D_{\theta_D}(x) + \mathbb{E}_{z \sim p_z} \log(1 - D_{\theta_D}(G_{\theta_G}(z))) \right]
\]

where \( D_{\theta_D}(x) \) is Discriminator outputting for real data \( x \), \( D_{\theta_D}(G_{\theta_G}(z)) \) is Discriminator outputting for generated predicted data \( G(z) \). In this 
joint model:

- **Generator network:** Try to fool the discriminator by generat-
ing real-looking labels. Specifically, Discriminator (\( \theta_D \)) wants 
to maximize the objective such that \( D(x) \) is close to 1 (real) 
and \( D(G(z)) \) is close to 0 (prediction).
A DEEP NEURAL NETWORK VIA ADVERSARIAL LEARNING FOR SOFTWARE PERFORMANCE PREDICTION

In this section, we describe in detail the proposed deep neural network and adversarial learning based framework for modeling the performance of configurable software systems. The framework is shown in Figure 1, which consists of two major components: the generative network and the adversarial network (discriminator network). The generative network outputs the predicted values of function \( f(x) \) and tries to use its value to "fool" the adversarial network, which tries to distinguish between the predicted and the real labels. Through this neural network architecture, we can build a software performance prediction model with a small sample but can still achieve a high prediction accuracy.

3.1 Objective

Denote \( S = \{ (x_i, y_i) | i = 1, \ldots, m \} \), where \( x_i \in \mathbb{R}^n \) denotes the value of the configure option. Each of them can be binary \( \{0, 1\} \) or numeric, \( y_i \in \mathbb{R} \) denotes the real value with any configuration options. \( m \) is the number of training samples. The goal is to learn a deep neural network \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), which can predict the software performance value \( f(x) \).

3.2 The Design of Generator Network

The generator network is a regression network that is a performance prediction model consisting of the input of neurons, activation functions, hidden layers and output. The main hyperparameters in generative network include the depth (the number of hidden layers), the width (the number of neurons per layer) and activation functions, which determine the model structure or decide how the network is trained.

The width and the depth are two key components in the design of a neural network architecture. Width and depth are both important and should be carefully tuned together for the best performance of neural networks [20]. Going deeper will make a network more expressive, which means it can capture variations of the data better. This is known to yield expressiveness more efficiently than increasing the width of hidden layers. Against this, the trade-off for more expressiveness is always the increased tendency to overfit the training data, inferring that more data or additional regularization will be needed. Hence, the neural network should be formed as deeply as the training data allows. The depth can be determined by experiments [5].

Activation functions are another really important element for a deep neural network to learn really complicated and non-linear complex functional mappings between the inputs and response variables. They introduce non-linear properties to our network. Their main purpose is to convert an input signal of a node in a deep neural network to an output signal. That output signal is now used as an input in the next layer in the network stack.

The architecture of the generator network in Figure 3 for software performance prediction is as follows:

- **Discriminator network**: Try to distinguish between the real and predicted label. Specifically, Generator \( (\theta_G) \) wants to minimize objectives such that \( D(G(z)) \) is close to 1 (discriminator is fooled into thinking generated \( G(z) \) is real).

3.3 The Design of Discriminator Network

Inspired by the framework of GANS [9], we explore label dependencies from ground truth labels by adversarial learning. We introduce a discriminator \( y_{\hat{y}} = D(y; \theta_D) \) to distinguish the predicted values from real labels. For the generator network, we keep the supervised learning objective. In addition, we want the generative network to make predictions which "fool" the discriminator, leading to a new adversarial learning objective. Under these two learning objectives, the generator network will be expected to output predictions, which minimize the supervised loss.
Algorithm 1 Training algorithm of the proposed model

Input:
training sample \( D = (x_i, y_i) \),
coefficient \( \alpha \), learning rate \( \eta_1 \) and \( \eta_2 \)
the number of steps of updating adversarial network \( K_1 \), the number
of steps of updating generative networks \( K_2 \), batch size \( l \).

Output: the generative network \( G \)
Randomly initialize parameters of Model parameters \( \theta_D \) and \( \theta_G \);
for number of training iterations do
for \( K_1 \) steps do
Sample a mini-batch of \( l \) training data \( x_i \), \( i = 1, ..., m \)
Sample a mini-batch of \( l \) real labels \( y_i \), \( i = 1, ..., m \).
Update the adversarial network \( D \) by gradient descent \( \theta_D := \theta_D - \eta_1 \frac{\partial J_D(\theta_D)}{\partial \theta_D} \)
end for
for \( K_2 \) steps do
update the adversarial network \( G \) by gradient descent \( \theta_G := \theta_G - \eta_2 \frac{\partial J_G(\theta_G)}{\partial \theta_G} \)
end for
end for

Specifically, the learning objective of the framework can be written as follows:

\[
\min_{\theta_D} \max_{\theta_G} \frac{1}{M} \sum_{i=1}^{M} \left[ \log D(y_i) + \log(1 - D(G(x_i))) \right] + \alpha \left( \frac{\lambda}{M} \sum_{i=1}^{M} L(G(x_i), y_i) + L(\theta_G) \right)
\]

where \( \alpha \) is a weight coefficient between generator and discriminator networks controlling the proportion of the supervised objective and its adversarial counterpart. Theoretically, if \( \alpha = 0 \), the learning objective is the same as that of the original GAN. On the contrary, if \( \alpha \to \infty \), the learning objective is equivalent to that of the single-task network without the assist of a discriminator. \( \lambda \) is the weight coefficient between loss function and regularization in the generator network. As part of training the module, we first initialize these parameters as small random numbers, then conduct model selection with grid search, by choosing these parameters ranging from \{0.01, 0.1, 1, 5, 10\} for simplicity.

Similar to the optimization procedure of GAN, the learning objective in Eq.7 cannot be optimized directly. The discriminator and the generator network are optimized alternately by fixing their opponents. According to the suggestion in [8], it is better for generative network to minimize \(-\log D(G(x))\) instead of \log(1-D(G(x))) in order to avoid the flat gradient. Finally, after rewriting the formula, the learning objectives of the discriminator and the generator networks are given as follows:

\[
\min_{\theta_D} \frac{1}{M} \sum_{i=1}^{M} \left[ \log(D(y_i)) + \log(1 - D(G(x_i))) \right]
\]

\[
\max_{\theta_G} \frac{1}{M} \sum_{i=1}^{M} \left[ \log(D(G(x_i))) \right] + \alpha \left( \frac{1}{M} \sum_{i=1}^{M} L(G(x_i), y_i) + L(\theta_G) \right)
\]

For the generator network, since the predicted value and real value are both numeric, we use the mean square errors as the loss function since this is the most frequently used regression loss function in machine learning. However, as for adversarial network, the predicted label and ground truth labels are still numeric while the sign labels we set are binary \{0,1\}. This allow us to give the additional formula:

\[
L_D(y, \hat{y}) = -y \log \hat{y} - (1 - y) \log (1 - \hat{y})
\]

where \( \hat{y} \) denotes the numeric of the predicted and ground truth labels, \( y \) denotes binary \{0,1\} of sign labels. Since \( y \) is binary, this formula just calculates \(-y \log \hat{y} \) or \(-(1 - y) \log (1 - \hat{y}) \) with \( y \) being 1 or 0 respectively. When \( y \) equals 1, the predicted value \( \hat{y} \) is expected to close to 1 in order to minimize \( L_D \) loss function. Similarly, when \( y \) equals 0, the predicted value \( \hat{y} \) is expected to close to 0 in order to minimize \( L_D \) loss function. Through this formula we defined, the discriminator network devotes to distinguishing the label from the predicted and ground truth values.

From this it follows that the adversarial network and generative network can be rewritten as:

\[
J_D(\theta_D) = \frac{1}{M} \sum_{i=1}^{M} \left[ L_D(D(y_i), 1) + L_D(D(G(x_i)), 0) \right]
\]

\[
= \frac{1}{M} \sum_{i=1}^{M} \left[ -\log D(y_i) - \log(1 - D(G(x_i))) \right]
\]

\[
J_G(\theta_G) = \alpha \left( \frac{1}{M} \sum_{i=1}^{M} L(G(x_i), y_i) + L(\theta_G) \right) + \frac{1}{M} \sum_{i=1}^{M} \left[ L_D(D(G(x_i)), 1) \right]
\]

\[
= \alpha \left( \frac{1}{M} \sum_{i=1}^{M} (G(x_i) - y_i)^2 + L(\theta_G) \right) - \frac{1}{M} \sum_{i=1}^{M} \log D(G(x_i))
\]

We apply the alternate optimization steps to train model parameters. The learning procedure of our method is shown in Algorithm 1.

3.4 Trade-off through Regularization

In a configurable software system, the combination of configurations could be exponential, which means that there is an infinite number of parameters and samples. It is easy to overfit the network if exhaustively deploying and measuring system performance under all possible configurations. In order to solve the overfitting problem, we introduce additional information to the network by using three suitable regularization techniques; i.e. L1 regularization, L2 regularization and dropout technique.

1) L1 regularization of the network. It is known that even though the possible number of interactions among configuration options could be exponential, a very large portion of potential interactions has no influence on the performance of software systems [16]. This means that only a small number of parameters have significant impact on the model. In other words, the parameters of the neural network could be sparse. L1 regularization implements feature selection by assigning insignificant input features with zero weight and useful features with a non zero weight. Hence, we can use L1 regularization to satisfy this condition. As show in Eq. 6, the idea of L1 regularization is to add every hidden layer on the parameters.
2) **L2 regularization of the network.** Although L2 regularization cannot produce sparsely, it forces the weights to be small. L2 regularization can judge whether the different features have the different impact on output through allocating different weights to every feature. It is arguably the most popular technique in machine learning used to combat overfitting. In our model, we use L2 regularization in every hidden layer of the parameters. The formula is given in Eq. 6.

3) **Dropout technique of the network.** The deep neural network of software systems with a large number of parameters is indeed a high computational program, resulting in serious overfitting problems. Dropout is also a technique for addressing this problem. It randomly drops units (along with their connections) from the neural network during training. This prevents units from co-adapting too much. During training, dropout samples from an exponential number of different “thinned” networks. At test time, it is easy to approximate the effect of averaging the predictions of all these thinned networks simply by using a single unthinned network that has smaller weights. This significantly reduces overfitting and gives major improvements over other regularization methods [29]. With this benefit, we apply dropout technique in every hidden layer.

After we apply these three regularization techniques and conduct experiments, we select the best regularization technique in our network. According to our experiments (described in Section 4.6), the L2 regularization performs best among these three regularization techniques. Therefore we choose L2 regularization in our Perf-AL network.

## 4 EXPERIMENTS AND ANALYSIS

To evaluate our proposed approach, we conduct experiments to answer the following research questions:

- **RQ1**: Does our proposed approach improve performance in the prediction of configurable software systems with binary options when compared with state-of-the-art approaches?
- **RQ2**: Does our proposed approach improve the performance prediction of configurable software systems with binary and numeric options when compared with state-of-the-art approaches?
- **RQ3**: What contribution does the adversarial component hold for our proposed model? Specifically, what about the prediction accuracy of deep networks with and without adversarial learning?
- **RQ4**: What kind of regularization should be used to achieve the best performance?

We ask RQ1 and RQ2 to evaluate the effectiveness of our Perf-AL model on binary and binary-numeric configurable software systems and compare it with some state-of-the-art baselines. RQ3 aims to evaluate the contribution of the adversarial component in our model. We ask RQ4 to compare the regularization techniques in deep adversarial network.

### 4.1 Data Preparation

In evaluating the prediction accuracy of our proposed method, we use four datasets with binary configuration options and three with both binary and numeric configuration options. These seven datasets are different real-world configurable software systems. They have different sizes (between 45000 and 300000+ lines of code) and are written in various languages, e.g. Java, C and C++. These systems also have different characteristics and are from diverse application domains, e.g. multi-grid solver, web server, video encoder, database library, database management system, compiler, etc. The number of configuration options ranges from 8 to 39 while the number of valid configurations ranges from 180 to 13485. These software systems were measured and published online [1]. More details about them can be found in [27, 28]. Table 2 gives the overview of these seven subject systems.

### 4.2 Evaluation Metrics

Mean Relative Error (MRE), Mean Square Error (MSE) and Spearman correlation are used to evaluate the prediction accuracy of the proposed method, as they are widely used evaluation metrics in the area of prediction models [6, 12, 17, 27]. MRE is computed as,

$$
MRE = \frac{1}{|\mathcal{V}|} \sum_{c \in \mathcal{V}} \frac{|predicted_c - actual_c|}{actual_c}, \tag{13}
$$

where $V$ is the testing dataset, $predicted_c$ is the predicted performance value of configuration $c$, $actual_c$ is the actual performance value of configuration $c$. MSE is computed as,

$$
MSE = \frac{1}{|\mathcal{V}|} \sum_{c \in \mathcal{V}} (predicted_c - actual_c)^2, \tag{14}
$$

Spearman correlation is computed as,

$$
R = \frac{\sum (predicted_c - predicted) (actual_c - actual)}{\sqrt{\sum (predicted_c - predicted)^2 \sum (actual_c - actual)^2}}, \tag{15}
$$

where $predicted_c$ and $actual_c$ are the mean values of $predicted_c$ and $actual_c$ respectively. These three evaluation metrics analyze the correlation between the predicted values and ground truth from different aspects. MRE and MSE measure the precision of a set of predicted values and real values which measure difference between the predicted values and ground truth. Spearman correlation measures the strength and direction of association between predicted values and real values.

### 4.3 Training Details

In the generator network, the hidden size is set to 3 and the number of neurons per layer is 512. The mini-batch size is set to 64, while
the learning rate starts from 0.001 and is divided by 10 when the performance is predicted on the validation sets. The input is normalized between 0 and 1. We set the last output layer with the linear activation. Beforehand, we mapped the software performance values into [0, 1]. In discriminator network, the number of hidden layers is 3 and the number of neurons per layer is 128. The learning rate in the discriminator network starts from 0.0001 and is divided by 10 when the performance is predicted on the validation sets. We train the model using the Adam algorithm [19] as it is a very computationally efficient method. All the experiments in this paper are implemented with Python 3.6, and run on a computer with a 2.2GHz Intel Core i7 CPU, 64GB 1600MHz DDR3 RAM, and a Titan X GPU with 12GB memory, running Red Hat Linux 7.5.

4.4 RQ1: Comparisons on Binary Options

As mentioned in Section I, some existing methods, e.g. SPLC Conqueror [27, 28], Fourier Learning [38], DECART [12] (the improved version of CART [10]), and DeepPerf [15] can predict performance values of software systems with binary options. Among these methods, DECART and DeepPerf are superior to others and DeepPerf is the first to be proposed to use deep network to model highly configurable software systems. It is natural, therefore, in this experiments, we will compare our proposed method with DECART and DeepPerf. We adopt the experiment setup in [12]. Initially, we randomly select five different sizes from these four subject systems respectively and their corresponding performance values for the training datasets: n, 2n, 3n, 4n and 5n, where 67% of samples for training and 33% for validation, n is the number of options of each system, shown in the column Binary of Table 2. all the remaining measurements are then used as the testing datasets. To evaluate the consistency and stability of the approaches, for each sample size of each subject system, we repeat this random sampling, training and testing process 30 times. We then report the mean of the MREs obtained after 30 experiments with Perf-AL, DeepPerf and DECART.

Table 3 shows the experiments results of software performance prediction on the Apache, LLVM, BDB-C and BDB-J systems. These four subject systems were also used in [12]. As can be seen, with the increase of sample size, the accuracy of performance prediction is improved, since under-fitting is resolved with enough training data. Furthermore, our proposed Perf-AL method outperforms the DECART and DeepPerf methods. Specifically, on the Apache dataset, the mean relative error achieved by our method is 0.0744, 0.0657, 0.0583 when the sample size is 3n, 4n, 5n, respectively, which leads to 0.81%, 0.4%, and 0.46% improvement over DeepPerf and 3.59%, 2.92%, 2.01% improvement over DECART. On the LLVM and BDB-J datasets, the improvements in the sample size of 3n, 4n, 5n are 0.17%, 0.22%, 0.35% (DeepPerf), 1.59%, 1.49%, 1.20% (DECART) and 0.09%, 0.06%, 0.02% (DeepPerf), 0.39%, 0.11%, 0.08% (DECART), respectively. On the BDB-C dataset, DeepPerf achieves the best performance in 3n size and DECART achieves the best performance in 5n size. Overall, our Perf-AL model achieves the best performance on all the datasets.

Compared with DECART, our Perf-AL method needs far less training data than the former for the same level of accuracy. For example, on the LLVM dataset, Perf-AL only needs 3n samples to achieve a prediction MRE of 0.0237 while DECART needs at least 5n samples in order to achieve the same prediction MRE. For DeepPerf, the distribution of the predictions may be far away from that of ground truth due to the lack of distinction between the prediction and the ground truth. Since our proposed method introduces a discriminator to distinguish the predicted values from the ground truth, the generator network tries to "fool" the discriminator network, which forces the distributions of the prediction and the ground truth to be closer. Hence, our Perf-AL model is superior to DECART and DeepPerf.

<table>
<thead>
<tr>
<th>Subject System</th>
<th>Sample Size</th>
<th>SPL Conqueror MRE</th>
<th>DeepPerf MRE</th>
<th>Perf-AL MRE</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIPA</td>
<td>49</td>
<td>0.201</td>
<td>0.1573</td>
<td>0.1451</td>
</tr>
<tr>
<td></td>
<td>78</td>
<td>0.221</td>
<td>0.1367</td>
<td>0.1297</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>0.106</td>
<td>0.0819</td>
<td>0.0763</td>
</tr>
<tr>
<td></td>
<td>375</td>
<td>0.088</td>
<td>0.0720</td>
<td>0.0649</td>
</tr>
<tr>
<td>HSMGP</td>
<td>77</td>
<td>0.045</td>
<td>0.0676</td>
<td>0.0470</td>
</tr>
<tr>
<td></td>
<td>173</td>
<td>0.028</td>
<td>0.0360</td>
<td>0.0262</td>
</tr>
<tr>
<td></td>
<td>384</td>
<td>0.022</td>
<td>0.0253</td>
<td>0.0215</td>
</tr>
<tr>
<td></td>
<td>480</td>
<td>0.017</td>
<td>0.0224</td>
<td>0.0168</td>
</tr>
</tbody>
</table>
4.5 RQ2: Compared to Baseline on Binary-numeric Options

Our next step is to compare our Perf-AL model with SPLConqueror and DeepPerf, which can all predict performance values of software systems in both binary and numeric options. Three datasets, DUNE MGS, HIPA and HSMGP, as shown in Table 2 will be used for comparison. These subjects systems are also used in [28] and [15] for evaluating SPLConqueror and DeepPerf. We use the same sample sizes as their values for evaluation. To reduce the fluctuations caused by randomness, we repeat the random sample, training, validation and testing process 30 times with each sample size. Then, we report the mean of MREs. The testing dataset consists of all the remaining configurations after selecting the training sample.

The experimental results are shown in Table 4. As can be seen, our proposed Perf-AL method outperforms the SPLConqueror and DeepPerf methods. For example, for the sample size of 240 and 375, our Perf-AL model achieves a MSE of 0.0763 and 0.0649 on DUNE MGS dataset. Both better than the results achieved by the DeepPerf method. This demonstrates that the discriminator plays an important role in distinguishing the predictions from the ground truth and enforces the generator network to generate predictions which are closer to the distribution of the ground truth. Compared with SPLConqueror, our Perf-AL method outperforms in almost all cases, which indicates the superiority of using neural network to predict software performance.

4.6 RQ3: Comparisons with Different Regularization

In this section, we aim to evaluate how different regularization methods have different impacts on prediction values in deep neural networks. After that, we can decide which regularization techniques (L1/L2/Dropout) should be used in the Perf-AL method to achieve the best performance. For this, we design the following experiments in Apache, LLVM, BDB-C and BDB-J four datasets: deep generator network with L1 regularization (L1-NN), deep generator network with L2 regularization (L2-NN), deep generator network with dropout regularization (dropout-NN), generative adversarial networks with the best regularization technique (Perf-AL). In fact, we use L2 regularization in our generative adversarial network because it can achieve the highest accuracy among the three regularization techniques.

Table 5 shows the prediction MRE, MSE and R in four binary subject systems with three sample sizes per system. From Table 5, we observe the following:

First, with a smaller sample size, the prediction results are worse due to the fact that the network or classifier is prone to overfit on small training data.

Second, the proposed method using adversarial learning has achieved the best performance among all methods with the lowest MSE, lowest MRE, and highest Spearman correlation. Specifically, compared with deep network without discriminator, the proposed method achieves the best in LLVM, BDB-C and BDB-J systems with different sample sizes. In the Apache subject system, the proposed method also has the best performance with the increase of sample size. The methods ignoring discriminator network only with different regularization totally rely on a loss function between Ground truth and prediction values. The distributions of the predictions may be far from that of the ground truth due to the lack of modeling discriminator network. For our proposed method, since we proposed a discriminator that can judge the predictions and ground truth, the process forces the generator network generating prediction values closer to ground truth.

Third, the deep neural network with L2 regularization has better performance than deep network with L1 regularization and dropout regularization. Specifically, in the four subject systems, L2 regularization has the lowest MSE, lowest MRE and highest Spearman correlation for almost all sample sizes. This demonstrates that L2 regularization is more effective than L1 regularization and dropout in software performance prediction.

4.7 RQ4: The Effectiveness of Perf-AL

We can compare models with adversarial learning and general neural network on binary configuration options systems in Table 5. Table 6 gives the experimental results in adversarial learning model and general neural network with L2 regularization on both binary and numeric configuration options systems. Since L1 regularization and dropout techniques are not as effective as the L2 regularization discussed in Section 4.6, we only list the L2 regularization in Table 6. As we can see, the model with adversarial learning has the lowest MRE, MSE and highest R compared with model with general neural network. This demonstrates Perf-AL model has better predictions than only using neural network with L2 regularization on these three subject systems, which significantly verifies the superiority of our Perf-AL model. Actually, in our architecture, we utilize L2-NN model as our generator network due to its better performance than L1-NN and dropout-NN and we set parameter $\theta$ as the weight of Generator model and discriminator model shown in Eq. 7. Hence, our model is impossibly worse than L2-NN.

For our proposed method, since we introduce a discriminator to distinguish the prediction values from ground truth, the generator network tries to fool the discriminator, which forces the distributions of the prediction values and ground truth to be closer. Therefore, our Perf-AL method achieves better performance.

To further evaluate the effect of the Perf-AL introduced in our model, we visualize the distributions of the ground truth and prediction values in Figure 4. The distributions of ground truth and prediction values are considered. We draw the red line as ground truth values and the blue line as prediction values generated by the network. The first one is the starting stage of training. The second one is general deep network without adversarial learning. The last one is our proposed Perf-AL model. From Figure 4(a), we can observe that the training does not converge at the early stage, the prediction values are far away from ground truth. Then, we can observe that the overlapping between prediction values and ground truth in Figure 4(c) are smaller than Figure 4(b). Furthermore, compared with Figure 4(b), prediction values in Figure 4(c) display a more related fluctuation with ground truth. The visualization demonstrates that our proposed model is more effective.
4.8 Limitations and Threats to Validity

One limitation of our approach is that it is more time consuming than DECART and SPLConqueror methods. In our machine configuration, for binary subject systems, the time of model training increases from 40 seconds to 300 seconds when the sample size increases from \( n \) to 5\( n \) on Apache, LLVM, BDB-C and BDB-J datasets. For binary and numeric configuration options systems, the time of model training increases from 2 minutes to 8 minutes from the small sample size to the large sample size on DUNE MGS, HIPA and HSMGP datasets. Meanwhile, the time consumption of DECART and SPLConqueror method is from a few seconds to 2 minutes in these subject systems. Although our method takes longer to build the training model than DECART and SPLConqueror, the time cost of our model is still acceptable since our model can achieve higher accuracy.

One threat to validity is that there are many model parameters in our network, including the depth and width of this network, neurons and weight of trainable parameters, learning rate, weight decay etc. Training a huge number of parameters may cost a lot of computation time and memory. Besides, it is difficult to find the optimal solution and weight of trainable parameters, learning rate, weight decay etc. for our network, including the depth and width of this network, neurons and weight of trainable parameters, learning rate, weight decay etc. for our network.

5 RELATED WORK

5.1 Software Performance Prediction

There has been much work focusing on selecting a rational size of sample configurations for performance prediction. For example, Sayyad et al. [25] employed a combination of static and evolutionary learning of model structure. They also utilized a pre-computed solution used as a “seed” in the midst of a randomly-generated initial population to help the Indicator-Based Evolutionary Algorithm.
(IBEAs) in finding sound and optimum configurations of very large variability models in the presence of competing objectives. Sarkar et al. [24] introduced a new heuristic based on feature frequencies and adapt two widely-used sampling strategies for performance prediction. They also evaluated them in terms of sampling cost with the consideration of prediction accuracy and measurement effort simultaneously. Nair et al. [22] proposed a fast-spectral learner, called WHAT, along with three new sampling techniques. The key idea of WHAT is to explore the configuration space with eigenvalues of the features used in a configuration to determine exactly those configurations for measurement that reveal key performance characteristics. Compared with their methods, ours focuses on developing a new learning method to construct software performance models with higher prediction accuracy and less sample data. In our future work, we will explore if the above related work could be integrated into our framework.

Apart from performance prediction, there is also much work on predicting other quality attributes of configurable software. For example, Zhang et al. [36] proposed a Bayesian Belief Network (BBN) based approach to quality prediction and assessment for a software product line. For developing a specific system, a member of the product line, they reused the expertise captured by a BBN. This helps to capture the impact of configuration options on quality attributes and assess the quality of a product line member by performing quantitative analysis over it. Their methods are good for quality attributes that are hard to measure and quantify. Guo et al. [11] presented a GA-based optimized feature selection approach, GAFES, for automated product derivation in a software product line. A key component of GAFES is an algorithm that can transform an arbitrary feature selection into a valid feature combination, which can minimize or maximize an objective function, such as total cost, subject to resource constraints. Our work focuses on performance prediction and can be extended to other quality attributes in the future.

5.2 Generative Adversarial Network and its Applications

The applications of generative adversarial network have been widely employed in many areas such as computer vision and industrial design [26][35][33]. There are also some applications of GAN in software engineering research. For example, Harer et al. [13] applied an adversarial learning approach to repair software vulnerabilities. Zhang et al. [37] proposed DeepRoad, which applies Generative Adversarial Networks along with the corresponding real-world weather scenes to produce driving scenarios with various weather conditions (including those with extreme conditions). As an unsupervised DNN-based framework, their DeepRoad also utilizes metamorphic testing techniques to check the consistency of systems using synthetic images. In our work, we apply the adversarial learning idea in GAN to performance prediction for configurable software. We train a network to generate optimal control inputs to nonlinear dynamic systems. Where the discriminator network is known as a critic that checks the optimality of the software prediction and the generative network is known as an adaptive network that generates the optimal prediction accuracy. The critic and adaptive network train each to approximate a nonlinear optimal control, which can achieve the best performance prediction in software. As far as we know, this paper is the first to introduce a GAN model into software performance prediction. Our approach achieves higher accuracy with smaller samples and supports both binary and numeric configuration options.

6 CONCLUSION

In this paper, we have proposed PERF-AL, an adversarial learning framework for software performance prediction. A deep neural network is adopted to learn the influence of configuration options on software performance during training phase. Adversarial learning is further introduced to capture the correlation between the prediction and ground truth, forcing the distributions of the prediction and ground truth to be close to each other. PERF-AL is able to work with both binary and numeric configuration options. Experimental results on the seven datasets demonstrate that our PERF-AL model outperforms the state-of-the-art approaches with smaller samples.

For replication purpose, our experimental data and source code are publicly available at: https://github.com/GANPerf/GANPerf.

In the future, we will design a search mechanism for choosing the best hyper-parameters of the neural network model to further optimize the performance of our approach. We will also explore the synergy between our approach and the related work on sample selection.

REFERENCES


Vinod Nair and Geoffrey E Hinton. 2010. Rectified linear units improve restricted
learning (ICML-10). 807–814.

Kyo C Kang, Sholom G Cohen, James A Hess, William E Novak, and A Spencer
Petersen. 1990. Feature-oriented domain analysis (FODA) feasibility study. Tech-

Diederik P Kingma and Jimmy Ba. 2014. Adam: A method for stochastic optim-

Vivek Nair, Tim Menzies, Norbert Siegmund, and Sven Apel. 2018. Faster
discovery of faster system configurations with spectral learning. Automated

Andrew Y Ng. 2004. Feature selection, L 1 vs. L 2 regularization, and rotational
learning. ACM, 78.

Atti Sarkar, Jianmei Guo, Norbert Siegmund, Sven Apel, and Krzysztof Czarnecki.
2015. Cost-efficient sampling for performance prediction of configurable systems
(1). In 2015 30th IEEE/ACM International Conference on Automated Software

Abdel Salam Sayyad, Joseph Ingram, Tim Menzies, and Hany Ammar. 2013.
Scalable product line configuration: A straw to break the camel’s back. In 2013
28th IEEE/ACM International Conference on Automated Software Engineering

Kevin Schawinski, Ce Zhang, Hantian Zhang, Lucas Fowler, and Gokula Krishnan
Santhanam. 2017. Generative adversarial networks recover features in astrophys-
ical images of galaxies beyond the deconvolution limit. Monthly Notices of the

Norbert Siegmund, Alexander Grebhahn, Sven Apel, and Christian Kästner. 2015.
Performance-influence models for highly configurable systems. In Proceedings of
the 2015 10th Joint Meeting on Foundations of Software Engineering. ACM,
284–294.

Norbert Siegmund, Sergiy S Kolesnikov, Christian Kästner, Sven Apel, Don
Batory, Marko Rosenmüller, and Gunter Saake. 2012. Predicting performance via
automated feature-interaction detection. In Proceedings of the 34th International

Nitish Srivastava, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan
Salakhutdinov. 2014. Dropout: a simple way to prevent neural networks from

Eno Theresa, Bjorn Doebel, Alice X Zheng, and Peter Nobel. 2010. Practical
performance models for complex, popular applications. In ACM SIGMETRICS

Robert Tibshirani. 1996. Regression shrinkage and selection via the lasso. Journal

IEEE, 6985–6989.

Carl Vondrick, Hamed Pirsiavash, and Antonio Torralba. 2016. Generating videos
613–621.

Denis Westermann, Jens Happe, Rouven Krebs, and Roozbeh Farahbod. 2012. Automated
inference of goal-oriented performance prediction functions. In Pro-
cedings of the 27th IEEE/ACM International Conference on Automated Software
Engineering. ACM, 190–199.

Jiajun Wu, Chengkai Zhang, Tianfan Xue, Bill Freeman, and Josh Tenenbaum.
2016. Learning a probabilistic latent space of object shapes via 3d generative-
adversarial modeling. In Advances in neural information processing systems.
82–90.

Chengkai Zhang, Tianfan Xue, Bill Freeman, and Josh Tenenbaum. 2016. Learning
a probabilistic latent space of object shapes via 3d generative-adversarial modeling.
In Advances in neural information processing systems. 82–90.

Mengshi Zhang, Yaqun Zhang, Lingming Zhang, Cong Liu, and Sarfraz Khurshid.
2018. Deeppred: Gan-based metamorphic testing and input validation frame-
work for autonomous driving systems. In Proceedings of the 33rd ACM/IEEE