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ABSTRACT

Machine learning based Android malware detection has attracted a great deal of research work in recent years. A reliable malware dataset is critical to evaluate the effectiveness of malware detection approaches. Unfortunately, existing malware datasets used in our community are mainly labelled by leveraging existing anti-virus services (i.e., VirusTotal), which are prone to mislabelling. This, however, would lead to the inaccurate evaluation of the malware detection techniques. Removing label noises from Android malware datasets can be quite challenging, especially at a large data scale.

To address this problem, we propose an effective approach called MalWhiteout to reduce label errors in Android malware datasets. Specifically, we creatively introduce Confident Learning (CL), an advanced noise estimation approach, to the domain of Android malware detection. To combat false positives introduced by CL, we incorporate the idea of ensemble learning and inter-app relation to achieve a more robust capability in noise detection. We evaluate MalWhiteout on a curated large-scale and reliable benchmark dataset. Experimental results show that MalWhiteout is capable of detecting label noises with over 94% accuracy even at a high noise ratio (i.e., 30%) of the dataset. MalWhiteout outperforms the state-of-the-art approach in terms of both effectiveness (8% to 218% improvement) and efficiency (70 to 249 times faster) across different settings. By reducing label noises, we show that the performance of existing malware detection approaches can be improved.
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1 INTRODUCTION

Android malware continues to grow and poses an increasing threat to users (e.g., privacy leakage, financial losses, etc.). Accordingly, Android malware detection and classification have attracted massive research efforts from our community in recent years. According to statistics [3], more than 10K papers have focused on Android malware detection in the past decade, most of which are based on machine learning techniques. In such work, both model training and evaluation rely on a set of apps (i.e., samples) and their associated labels (i.e., benign or malicious). Typically, the labels can be either automatically flagged by anti-virus services such as VirusTotal [4] or manually flagged by security experts.

However, existing malware labelling methods have their limitations. On the one hand, the results returned by anti-virus services (i.e., VirusTotal) are shown to be unreliable and are prone to mislabelling (see § 2). On the other hand, manually labelling is labour- and time-intensive, requires extensive expert knowledge and is difficult to scale to large datasets. Thus, most existing malware datasets [8, 23, 39, 42] that are widely used by related studies were created using the detection results of VirusTotal. As there are over 60 engines that report the detection results on VirusTotal, researchers usually use ad-hoc methods to select different thresholds (e.g., 1, 5, or 10) of detection engines to label malware samples.

The noisy labels in the dataset, i.e. mislabelled samples, have a considerable impact on machine learning based malware detection research. First, noisy labels in the training set can degrade the performance of malware detection models trained with them, making the models less effective in practice. Second, noisy labels in the test/validation set can lead to misjudgement about the true performance of existing malware detection methods. Given the current state of common malware labelling methods, the noisy label problem is inevitable/inherent in machine learning based malware detection.
detection and is difficult to deal with. Moreover, this situation will become more acute with the growing size of the datasets used in the research. Yet, this problem has not been effectively addressed. Many studies still use noisy datasets for model training and testing, which to some extent introduces evaluation bias.

Actually, beyond Android malware, label noise is a common problem in machine learning datasets (e.g., image datasets). There is a plethora of research and techniques to address noisy labels in academia, e.g., noise estimation [11, 12, 28], and robust training from noisy labels [16, 29, 34]. Much work deals with noisy labels by means of noise estimation and data cleaning, i.e., excluding samples whose labels are considered potentially corrupted and training with the cleaned dataset. There is also work focusing on robust training from noisy labels, i.e., instead of explicitly pinpointing which sample is likely mislabelled, it focuses on improving the robustness of the model against noise so that it can be trained well even when noisy labels exist in the training data. For example, recent studies [14, 25] design noise-tolerant loss functions to improve the robustness of learning neural networks under label noise.

Thus, one straightforward way to handle noisy malware labels is to borrow the ideas from the general machine learning community (i.e., remove the noisy image labels). However, based on our preliminary exploration, existing techniques have much room for improvement when migrating them to the malware detection domain. The underlying reason is that apps are fundamentally different from images. Mobile apps have rich semantic information in code, a wide variety of metadata, complex processing methods, multiple file compositions, and many relationships between apps through attributes, which are much more complicated than images. To the best of our knowledge, the only existing work in the research community targeting noise reduction in Android malware detection is Differential Training [47]. It relies on a heuristic to differentiate wrongly-labelled samples and correctly-labelled samples based on their loss values in two deep learning models. The noise estimation is completed by multiple iterations, with each iteration finding outliers and revising their labels. The revised labels would be used for malware detection. However, it requires multiple iterations thus falls short in terms of efficiency and practicality, especially when dealing with large-scale malware datasets (see § 5.5).

To overcome the problem of malware detection with noisy datasets, we propose MalWhiteout, a lightweight yet effective noise detection system that can reduce label errors in machine learning based Android malware detection. We have migrated Confident Learning [28], an advanced noise estimation technique, to the domain of Android malware detection. To mitigate the bias introduced by model itself, we further incorporate the idea of ensemble learning and app-feature based calibration to improve the robustness of MalWhiteout. Based on a large-scale crafted malware dataset, we show that MalWhiteout can achieve an accuracy of over 94% for the dataset with 30% wrong labels. For samples mislabeled by VirusTotal, MalWhiteout can identify most of them. Besides, MalWhiteout outperforms the state-of-the-art approach [47] in terms of both effectiveness (8% to 218% improvement) and efficiency (70 to 249 times faster) across different settings.

In summary, this paper makes the following contributions:

- We perform a large-scale study to show the potential label errors introduced by existing malware labelling method, and observe that VirusTotal’s scan results have significant uncertainty for labelling malware. We collected over 870K samples which were uploaded to VirusTotal three times over a long period. Over 30% of the samples were found to suffer from label changes in the rescan after two years.
- We propose an accurate and efficient approach, MalWhiteout, for pinpointing the noisy labels in malware datasets. Our approach creatively introduces Confident Learning (CL) method to detect the noisy labels in Android datasets, and incorporates the idea of ensemble learning and app relation based adjustment to achieve more robust results.
- We perform extensive experiments to evaluate the effectiveness of MalWhiteout. Experimental results show that MalWhiteout is capable of detecting label noise with an accuracy of over 94% and F1 of over 91% at varying noise ratios up to 30%, and can identify most of the mislabels from VirusTotal labeling. Compared to the state-of-art, MalWhiteout achieves much better results (8% to 218% improvement) with significantly shorter time (70 to 249 times faster). We further show that the performance of malware detectors can be improved after removing noise by MalWhiteout.

To facilitate further research, MalWhiteout is released at: https://github.com/MalTools/MalWhiteout

2 THE UNCERTAINTY OF ANDROID MALWARE LABELLING

2.1 Malware Labelling based on VirusTotal

Due to the prohibitive cost of manually labelling, relying on the scan results of existing anti-virus services (e.g., as collected in VirusTotal) is the most common solution to label malware in the community.

However, a common challenge of using VirusTotal is that different security engines often diverge in their detection results for a given app. In this context, researchers have to work out a strategy to aggregate the results and assign a binary label (i.e., malicious or benign) to the app. Typically, researchers will define a voting threshold, and the scanned app will be considered malicious once the number of positive engines exceeds (or equals to) this threshold. However, the threshold is mostly set based on the researchers’ intuition and experience, without convincing reasons. Considering that there are over 60 anti-virus engines on VirusTotal, different researchers can take different thresholds. For example, a number of studies [23, 36, 40] used 1 engine as the threshold, TESSERACT [30] set the threshold to 4 for malware labelling, and Wang et al. [38] set the threshold to 10. Wei et al. [43] considered over half of the antivirus products’ decisions to be reliable, and used 28 engines (at least 50% of the 55 specific antivirus products) as the threshold to create an Android malware dataset. Previous work [51] surveyed 115 academic papers that used VirusTotal for malware labelling, and found 82 of them clearly stated taking a threshold-based method and using varying thresholds (ranging from 1 to 40) to determine whether a file is malicious or benign. Thus, there are no standards on how to label apps based on the detection results of various engines.

Worse still, the detection results of VirusTotal could change over time, making it more difficult to infer the true label of an app. Existing work [51] reveals that label flips widely exist across engines in...
VirusTotal (i.e., individual engines can flip their labels on a given file in a short period of time), and they do not necessarily disappear even after a year. Hence, such limitations (i.e., variable thresholds and volatility of results) make VirusTotal-based malware labelling method subject to significant uncertainty.

2.2 Preliminary Estimation of the Uncertainty

It is known that VirusTotal and its third-party vendors keep updating their anti-malware engines, so the label of a given sample may change over time. Recent efforts [21, 51] tried to measure the label dynamics of VirusTotal, but they are limited in providing a solid estimation of how unreliable VirusTotal is, and most of the studies are focused on PE files. In this regard, we carried out a straightforward preliminary study to explore the dynamics and uncertainty of VirusTotal’s labelling on Android malware.

We had collected over 876K samples from Androzoo [7], which were sourced from Google play and detected as malicious by at least one engine from VirusTotal. The samples were collected in August 2019, at which time we uploaded them to VirusTotal for rescanning. After two years, we uploaded these samples to VirusTotal for rescan again in August 2021. As such, we obtained three snapshots of the scanning reports, i.e., scan results provided by Androzoo, scan results in 2019.08 and scan results in 2021.08, respectively. Then we compared the results of these three scans. Figure 1 portrays the flow of app labels across multiple scans, where a benign app refers to one that is not flagged by any engine, otherwise is malicious (i.e., set the threshold as 1). For the first two scans, we found that 21% of the samples turned from malicious to completely benign, with none of the engines flagged positive (i.e., returned a “malicious” label). This means that 21% samples had their labels changed (if we use 1 engine as the threshold to label malware). For the last two scans, we found that overall about 64% of the samples gained different scanning results, varying between 1 and 3 engines. In 2019.8, about 78.8% of the samples were flagged positive by at least one engine, and the other 21.2% were not flagged positive by any of the engines. In 2021.8, the two percentages became 65.9% and 34.1% respectively. We can see that if we set the threshold to 1, i.e., label a sample as malicious if at least one engine thinks it is malicious, there are approximately 17% of the samples were given different labels by VirusTotal over the two years (about 2% of the samples originally seen as benign shifted to malicious and about 15% of the samples originally seen as malicious shifted to benign). If we compare the first and third scans, the number of apps whose labels changed is even more (34.1%). Thus, using VirusTotal for malware labelling is prone to generating error/noisy labels.

3 KEY IDEAS OF MALWHITEOUT

In general, our key idea is to borrow existing noise-handling methods to deal with the noise problem in machine learning based Android malware detection. However, our preliminary exploration revealed that while existing methods can be ported to deal with our task, they still present some challenges (idea-1). In response, we come up with two ideas for improvement (idea-2 and idea-3).

---

1AndroZoo is a growing collection of Android apps collected from several sources including the official Google Play market. Each app is analysed by different antivirus products from VirusTotal, and the scanned results are provided.
matrix of out-of-sample predicted probabilities for $N$ samples and $K$ categories which is obtained using a model (by cross-validation) beforehand; (2) an array of noisy/original labels for each sample. As shown in Figure 2, CL counts the examples that are labeled as $y$ and have a high probability of belonging to $y^*$, constructing the confident joint $C$ where diagonals capture correct labels and non-diagonals capture asymmetric label error counts. Then $C$ is used to estimate the joint distribution $Q$, characterizing the noise rates of each case. Following the estimation of $C$ and $Q$, any rank and prune approach can be used to clean data (e.g., prune by probability ranking and noise rate). CL decouples the model and data cleaning procedure by working with the model’s outputs (i.e., predicted probabilities), so that any model that produces predicted probabilities can be used. Moreover, it is non-iterative (thus running fast) and does not rely on any set of true labels that is guaranteed to be uncorrupted. The implemented CL framework can be wrapped with any malware classifier (e.g., Drebin [8], CSBD [6]) to find potential label errors in a noisy dataset.

However, it is not perfect due to the presence of false positives in the results and the neglect of some app-specific features (e.g., app relation). We thus turn our attention to handle these two issues.

### 3.2 Idea-2: The Power of Multiple Models

CL works with a machine learning based malware detection model to estimate noise, which can be any malware detection model here. In fact, there are quite a lot of malware detection methods in the research community, which use different features and classification models. To prevent the possible bias introduced by the method itself, in our preliminary exploration, we chose two open source malware detection methods, i.e., CSBD [6] and Drebin [8], to verify the noise detection effect of CL. We modified their code and implemented CL’s method in an attempt to find label errors on the crafted noisy dataset. Specifically, the ground truth dataset we use consists of 5,794 malware samples and 5,800 benign samples (described in detail in § 5.1), on the basis of which we randomly select 10% of samples whose labels are flipped and thus become noises.

Figure 3 shows the noise distribution for the three cases of true noises, noises detected by the CL-wrapped CSBD model, and noises detected by the CL-wrapped Drebin model. We gave each app a number and ranked the noise samples first. So each app is a data point on the x-axis shown in solid colors when identified as noise. We can observe that both models can successfully detect many true noises (dense vertical lines on the left), but also have some false positives (sparse vertical lines on the right). Overall the Drebin model performs better than the CSBD model with CL. A closer look reveals that the false positives identified by the two models are usually inconsistent (the blue and green lines rarely overlap on a straight line). This suggests that the samples in which the decisions of the two models diverge are prone to be false positive. In contrast, the samples detected as noisy by more than one model are more inclined to be true noises.

For the sake of statistical evidence, we calculate the percentage of true noises in the two scenarios, i.e., in the noises predicted by two models and in the noises predicted by only one of the models. As a result, of the 989 samples identified as noises by the two models, 969 samples (98%) were actually true noises, compared to 170 of the 500 samples (34%) identified as noises by only one of the models. We suspect that this may arise from the bias introduced by the method itself which is different for each method. Thus, each method is able to flag many true noises, while the generated false positives vary widely. This suggests that relying on multiple models for noise detection may be more effective than a single model.

### 3.3 Idea-3: App Specific Features are Helpful

As aforementioned, the CL models use the semantic features of the individual apps like the features of other entities. Some app-specific features, i.e., the relations between apps, are ignored. As is well known, each app has a wealth of attributes (e.g., developer, signature) that enable association between apps. Such association sometimes can play an important role in mobile analysis, such as deciding the app’s label. For example, if two apps have the same private signature (i.e., from the same developer), their labels are likely to be the same, as a malicious developer/group often publishes more than one malicious app. Previous work [31] made use of Indicators of compromise (IoCs) in mobile markets to identify malicious developer accounts and potential unreported malware. They revealed that the connections between app IoCs can be leveraged for attribution inference, and the developer identifiers from app markets (e.g., developer ID, developer name, company name) can be used to source the app.\(^3\)

---

\(^3\)In the field of cyber-security, an Indicator of compromise (IoC) is an object or activity observed on a network or device that indicates a high probability of unauthorised access to the system. Such indicators are used to detect malicious activity at an early stage as well as to prevent known threats.

\(^4\)Note that, such information can be parameterized by the market, and is not guaranteed to be collected for every app.
In view of this, we carried out a simple preliminary investigation to see if such app relation could help us fine-tune noisy labels. Given an app, suppose we infer its true label based on the labels of the majority of apps that share the same developer with it, and decide whether it is a noise based on the difference between its original label and the inferred label. By this means, on our noisy dataset, we can successfully identify many true noises and very few false positives. The unidentified noises were mostly due to the fact that there were no apps in the dataset sharing the same developer with the given app. More importantly, if we zoom in to this portion of the samples in which the noise can be identified by app relation (i.e., samples that share developer with at least one other sample), this method yielded better results than CL. As shown in Figure 4, the 18 apps shared the same developer^4, and 3 of them had original labels of benign, which were actually noisy labels. Among them, 4 apps were identified as noises by the CL-wrapped CSBD model, of which 2 were false positives. And 4 apps were identified as noises by the CL-wrapped Drebin model with 1 was false positive. Whereas, the developer-based app relation could correctly identify all the noises, better than both models. This shows that app relation can facilitate noise detection. However, as such relation cannot cover the full range of apps, it might be a good idea to adjust the noise detection results relying on the app relation.

4 THE DESIGN OF MALWHITEOUT

Enlightened by the key ideas, we propose a lightweight yet effective system called MALWHITEOUT, aiming at reducing label noises for machine learning based Android malware detection. Figure 5 illustrates the overall architecture of MALWHITEOUT. MALWHITEOUT is built atop CL, and it further introduces two major components: 1) ensemble-based noise detection, which adopts ensemble learning to improve the robustness of noise estimation based on CL; 2) app relation based adjustment, which further uses an inter-app relation based on app developers to adjust the noise detection results. Apps and their original labels (which may be incorrect) are fed into the system, where MALWHITEOUT detects potential label errors in the dataset and revises/fixes their labels, leading to a cleaner dataset.

4.1 Ensemble-based Noise Detection

MALWHITEOUT implements noise detection based on Confident Learning. To address the dependency of CL on malware detection models in our preliminary exploration (see § 3.2), we incorporate the idea of ensemble learning for a more comprehensive and accurate assessment on the label noises. Specifically, we take advantage of Stacking (also known as Stacked Generalization) [1], an ensemble learning method that combines predictions from multiple machine learning algorithms on the same dataset via a meta-learner to output the final prediction. In practice, the architecture of the Stacking method is usually two-level, involving multiple base learners (level-0 learners), and a meta-learner (level-1 learner) that combines the predictions of the base learners. For this purpose, we first need to properly select multiple base learners and a meta-learner.

4.1.1 Learner Selection and Feature Extraction. For base learners, we need to select several Android malware detection approaches. Each sample is transformed into a multi-dimensional numeric feature vector as specified by the corresponding malware detection approach. In general, the criterion for selection is that the malware detection approaches should be "good and different". A good malware detection approach ensures the accuracy of the prediction, and different malware detection approaches help to compensate for the bias of each approach. For this, we have shortlisted three malware detection efforts that are widely used in academia, i.e., Drebin [8], CSBD [6], MalScan [45], all of which report promising results and use very different features and methods for malware detection. Drebin [8] is a lightweight approach to Android malware detection that extracts features (e.g., permissions, Android components, API calls, network addresses, etc.) from the app’s code and Manifest file. The features are further fed into a Support Vector Machine (SVM) classifier for malware detection. CSBD [6] constructs a Control Flow Graph (CFG) of the app’s bytecode and builds a set of textual features extracted from the CFG. It uses Random Forest for malware detection. MalScan [45] is a detection system that relies on social-network-based centrality analysis of sensitive API calls. It treats function call graphs of apps as social networks and extracts the semantic features of the graphs. These three malware detection approaches serve as base learners in our system. All the three approaches are applied in parallel to the dataset, extracting features that are specific to each approach for each sample. For the meta-learner, it is common to use a simple and linear model to learn how to harness the variety of predictions made. We adopt the Logistic Regression model as it is a linear model that is typically used for binary classification tasks.

4.1.2 Noise Estimation. Figure 6 shows the workflow of ensemble-based noisy label detection. First, each base learner works with its own features and classifier to output predictions, i.e., the predicted probabilities of each sample under each category, through a 5-fold cross-validation. As such, a matrix of size N x K, where N refers to the number of samples and K to the number of categories, is output by each base learner. Next, for each sample, its probabilities predicted by the different base learners are concatenated into a new feature vector, which is fed into the meta-learner along with its original label. Meanwhile, the meta-learner performs noise detection by being wrapped into CL. Finally, it outputs the indices of potential mislabeled samples, i.e., telling us which samples in the dataset are likely to be mislabelled.

^4Note that, any other malware detection approaches can be incorporated to MALWHITEOUT directly, and we only use these three approaches as a case study to show the performance of MALWHITEOUT.
4.2 App Relation Based Adjustment

Up to now, the aforementioned noise detection approach is essentially a selection based on the uncertain estimation of a single sample, and the identified “error labels” are not guaranteed to be true errors. We then seek to improve the system’s correctness by taking into account the apps’ relations.

As discussed in § 3.3, we primarily leverage the app’s developer information to infer its true label. Besides the developer identifiers collected from app markets, we also carry out the extraction of each app’s signature which symbolizes a particular developer. Note that, some malware developers may use the known common keys in the community (such as TestKey, the generic default key for packages with no key specified) to sign apps in order to conceal themselves. For this, we identify those signatures that belong to the generic keys and discard them. After that, we treat apps with the same developer as belonging to a cluster, and determine the true labels of the samples in each cluster by majority voting (if there is more than one sample in the cluster). Here, we set the threshold to 2/3 based on some experimental measurements, i.e., if more than 2/3 of the samples in a cluster are malicious (or benign), then all sample labels in this cluster would be presumed to be malicious (or benign). In this way, the few apps in the cluster whose labels are inconsistent with the presumed label will be regarded as noise. Based on this decision, the noise detection results obtained in the previous phase will be adjusted. Note that this phase is a fine-tuning for only the portion of the samples for which it is possible to infer whether they are noisy or not through developer-based app relations. At last, based on the adjusted results, the label of each sample that is identified as a noise will be revised, resulting in a cleaner dataset.

5 EVALUATION

In this section, we conduct experiments to evaluate the performance of MalWhiteout. Our experiments were conducted on a server running Ubuntu 20.04.1 LTS operating system with 6-core Intel(R) Xeon(R) CPU E5-2603 v4 @ 1.70GHz and 64.0GB memory. In particular, we investigate the following research questions (RQs):

RQ1 How effective is MalWhiteout in reducing label noises?
RQ2 How important are the design decisions we made for MalWhiteout (i.e., ensemble-based noise detection and app relation based alignment) on the basis of CL?
RQ3 How much can MalWhiteout improve the performance of existing malware detection efforts?
RQ4 How well does MalWhiteout perform compared with the state-of-the-art approach?

5.1 Datasets and Metrics

To answer the RQs, we require a credible ground truth dataset including both malware and benign apps. On this basis, we artificially create noisy labels to obtain datasets with varying level of noise.

5.1.1 Malware Dataset. Due to the unreliability of the commonly used malware labeling methods aforementioned (see § 2), some malware datasets that largely rely on the VirusTotal scan results are not used by us, even though they are widely used by the research community (e.g., AMD [42] and Drebin [8]). To the best of our knowledge, the most reliable and trustworthy malware dataset in our community is MalGenome [50], which was created by carefully examining Android related security announcements, threat reports and blog contents from existing mobile antivirus companies and active experts. However, it is old (created in 2011) and has only 1,260 malware samples from 49 families. To expand the dataset, we use a reliable way similar to that of MalGenome to collect malware samples, i.e., relying on the analysis reports of security experts. Usually, the security companies publish security reports to reveal their new identified malware. These reports are manually analyzed by security experts and often list the Indicators of compromise (IoCs), such as the file hash which could be used for us to create malware dataset. Thus, we make efforts to create an Android malware dataset called MalRadar [41], which contains a total of 4,534 samples belonging to 148 malware families. Specifically, we first use a keyword-based method to automatically search and crawl security reports from leading security company websites, obtaining 178 high-quality security reports which were released from 2014 to 2021. Then we extract the IoCs (app hashes) and family labels from the collected reports. At last, we successfully download a total of 4,534 binary files from Koodous [2], one of the most popular platforms that provided mobile malware downloading services. The
detailed dataset collection process can be found at the paper [41]. This collected dataset can serve as a ground truth malware dataset, along with MalGenome. As MalGenome was created in 2011 with 1,260 samples ranging from 2010-2011 and MalRadar samples were distributed in 2014-2021, these two datasets contain a wide variety of malicious apps covering a time span of almost a decade. As a result, our ground truth malware set consists of 5,794 malware samples in total. They are distributed in 196 unique families, with the number of samples per family ranging from 1 to 796.

5.1.2 Benign Dataset. In addition, we collect and download benign apps from AndroZoo [7]. To ensure that the benign apps we use are indeed benign, we upload each benign candidate to VirusTotal for rescanning two times (i.e., three snapshots in total). Only samples that are not flagged as positive by any of the engines in all these three snapshots are eligible. To eliminate the bias that may be introduced by an unbalanced dataset, we keep the number of benign apps comparable to the number of malicious apps. As a result, we obtain a total of 5,800 benign apps as the ground truth benign set.

5.1.3 Crafting Label Noises. To examine MalWhiteout's capability on detecting label noise, we manually create some noisy labels in the dataset. The noisy labels come from two ways: (1) We randomly select a certain percentage of the samples i.e., 5%, 10%, 15%, 20%, 25%, 30%, respectively, as "noises" whose labels are manually revised/flipped. (2) We label the samples based on VirusTotal's scan results (using a threshold-based method), and take the mislabeled ones as "noises". We assume that the noise ratio in a dataset used for malware detection is restrained, as typically the samples are selected by the researchers based on certain criteria. Thus we consider that a noise ratio limit of 30% is adequate. Note that, we assume that the noise ratio in a dataset is less than 50%, because if this is not the case it means that the quality of the dataset is even lower than randomly labelled, which is rarely possible in practice. In addition, to prevent possible bias due to the unbalanced distribution of noises in benign and malicious apps, we keep the noise ratio in malware set and benign set at an equal level.

5.1.4 Metrics. The noise detection problem addressed by MalWhiteout is essentially a binary classification task, thus we use the widely used metrics (including precision, recall, accuracy, etc.) to measure the effectiveness of MalWhiteout. Besides, to more directly demonstrate MalWhiteout’s ability in reducing noise, we also list the number and percentage of wrongly-labelled samples left after MalWhiteout’s process (# of Noise Left and % of Noise Left), as well as the percentage of wrong labels being reduced (% of Noise Reduced). Table 1 presents the metrics used. Note that in all our experiments, we achieve noise reduction by the strategy of revising/flipping labels for each identified noise, in order not to compromise the size of the dataset.6

5.2 RQ1: Overall Effectiveness

5.2.1 Detect label noises from random flipping. We first evaluate how well MalWhiteout detects label noises at various noise ratios. To this end, we conduct experiments on noisy datasets containing

5% , 10%, 15%, 20%, 25%, 30% noises respectively. Table 2 presents the detection results of MalWhiteout on datasets at different noise ratios. We can see that after MalWhiteout’s processing, the percentage of noisy labels in the dataset is reduced from 5% to 0.43%, from 10% to 0.62%, from 15% to 1.3%, from 20% to 2.04%, from 25% to 3.28%, from 30% to 5.16%. As the noise ratio varies from 5% to 30%, the F1 ranges from 96.8% to 91.3%, the accuracy ranges from 99.6% to 94.8%, and the percentage of noises reduced by MalWhiteout ranges from 93.8% to 82.8%. The results suggest that the effectiveness of MalWhiteout is promising and generally stable at different noise ratios. However, if we compare side-by-side, we can notice that the effect of MalWhiteout seems to decrease gradually as the noise ratio increases from 5% to 30%. The possible reason is that too many wrong labels in the dataset can affect the predictions obtained by each base learner through cross-validation, thus affecting the correctness of noise detection by CL. Additionally, we fed the post-processing results back into MalWhiteout for the 30% noise ratio case, which contains a total of 598 (5.16%) noises, and found that the noise was reduced by almost half again, cutting the noise ratio down to 2.84% (with 330 left). Thus, for datasets with heavy label noise, a second pass can yield a much cleaner dataset. Anyhow, MalWhiteout has good noise detection capability when the noise ratio of the dataset is within 30%.

Considering that obfuscation is one of greatest challenges in malware detection domain, we are interested in whether obfuscation may affect MalWhiteout’s ability to properly label errors. Since there exist a number of samples using obfuscation techniques in our collected malware samples, we take an additional check on how MalWhiteout performed on these obfuscated samples. We find that MalWhiteout is still able to identify label noise despite the use of some obfuscation techniques. For example, for the case of 10% noise ratio, we found that 37 noisy samples were actually obfuscated and all of them were correctly identified by MalWhiteout. We argue that this is attributed to the resistance to obfuscation by the three malware detectors selected. Theoretically, MalWhiteout inherits the detection capability of its internal malware detectors, thus the effect of obfuscation on MalWhiteout basically depends on the anti-obfuscation capabilities of the selected detectors. This also reflects the importance of model selection.

---

6 An alternative strategy is to simply discard all the identified noisy samples. It avoids generating new noises but causes the loss of some samples (i.e. false positives). In practice, this strategy can certainly be used if sufficient samples are available.
Table 2: Noise detection results at different noise ratios.

<table>
<thead>
<tr>
<th>Noise Ratio</th>
<th>5%</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td># Noises</td>
<td>580</td>
<td>1160</td>
<td>1740</td>
<td>2320</td>
<td>2900</td>
<td>3480</td>
</tr>
<tr>
<td>TP</td>
<td>556</td>
<td>1130</td>
<td>1661</td>
<td>2196</td>
<td>2690</td>
<td>3142</td>
</tr>
<tr>
<td>FP</td>
<td>26</td>
<td>42</td>
<td>72</td>
<td>112</td>
<td>170</td>
<td>260</td>
</tr>
<tr>
<td>Pre</td>
<td>0.956</td>
<td>0.964</td>
<td>0.959</td>
<td>0.952</td>
<td>0.941</td>
<td>0.924</td>
</tr>
<tr>
<td>Rec</td>
<td>0.973</td>
<td>0.973</td>
<td>0.954</td>
<td>0.946</td>
<td>0.927</td>
<td>0.902</td>
</tr>
<tr>
<td>F1</td>
<td>0.964</td>
<td>0.968</td>
<td>0.956</td>
<td>0.948</td>
<td>0.934</td>
<td>0.913</td>
</tr>
<tr>
<td>Acc</td>
<td>0.996</td>
<td>0.994</td>
<td>0.987</td>
<td>0.980</td>
<td>0.968</td>
<td>0.948</td>
</tr>
<tr>
<td>% Reduced</td>
<td>93.1%</td>
<td>93.8%</td>
<td>91.3%</td>
<td>89.8%</td>
<td>86.9%</td>
<td>82.8%</td>
</tr>
<tr>
<td># Left</td>
<td>50</td>
<td>72</td>
<td>151</td>
<td>236</td>
<td>380</td>
<td>598</td>
</tr>
<tr>
<td>% Left</td>
<td>0.43%</td>
<td>0.62%</td>
<td>1.3%</td>
<td>2.04%</td>
<td>3.28%</td>
<td>5.16%</td>
</tr>
</tbody>
</table>

threshold \( t \) and if \( t \) or more engines return a “malicious” label, then the sample is labeled as malicious. In this way, the mislabeled samples were actual label noises generated by VirusTotal. Evaluating MalWhiteout on these noises can be important as it is designed to mitigate the unreliability of VirusTotal labeling.

Once we collected the malware dataset, we uploaded them to VirusTotal for re-scanning to see how many engines managed to flag them. Figure 7 shows the CDF distribution of the number of flagged engines in VirusTotal for each sample. It can be seen that there are indeed a portion of malware samples that were flagged by a limited number of engines, e.g., 50 samples were flagged by less than 10 engines. Thus, if we set the threshold \( t \) to 10, these 50 samples will be mislabeled by VirusTotal. Overall, the samples that were flagged by less than 25 engines account for 33%, a quite high percentage of noise that is not common in VirusTotal labeling. We thus consider thresholds ranging from 2 to 20. Table 3 presents the detection results of MalWhiteout on noisy datasets generated by different thresholds. Assuming we set the threshold to 2, 5, 10 and 20 respectively, there will be 8, 50, 137 and 643 mislabels generated. These samples are arguably the most evasive malware samples. Taking them as noises, MalWhiteout can identify most of them. For example, MalWhiteout can find all of the 8 noises in the case of threshold=2 and 46 out of 50 noises in the case of threshold=5. The percentage reduced by MalWhiteout are 100%, 92%, 87.6% and 64.9% respectively, with 0, 4, 17 and 226 noises left, at various thresholds (see the last two rows, i.e., % Reduced* and # Left*).

Answer to RQ1: MalWhiteout achieved an accuracy over 94% and F1 over 91% in detecting noises at different noise ratios up to 30%. Besides, MalWhiteout can identify most of the actual mislabels from VirusTotal at different thresholds, reflecting its practical benefits in the context of threshold-based VirusTotal labeling.

5.3 RQ2: The Effectiveness of Design Decisions

In the design of MalWhiteout, we have incorporated the idea of ensemble learning and considered inter-app relations based on app developers, aiming to improve its accuracy of noise detection. However, it is open to investigation how useful these design decisions can be. Thus, we study the result of each case in order to understand the effect of each component. First, we have selected three malware detection approaches and extracted features for each. In fact, for each approach, we also use CL to wrap its classification model and find potential noises, as practiced in the preliminary experiment (see § 3.2). To enable ensemble learning, we use a meta-learner to combine the out-of-sample predicted probabilities made by base learners and use CL to find potential noises. By comparing the results of the above models (i.e., three separate models and an ensemble model), we can learn whether and to what extent ensemble learning has made a difference. At last, we perform a partial adjustment of the noise detection results using developer-based app relation. Thereby, we can understand whether and to what extent the app relation has contributed by comparing the results before and after the adjustment.

Table 4 shows the comparison results at different noise ratios, where the optimal value of each metric is bolded. Column 3-5

Table 3: Noise detection results at different thresholds.

<table>
<thead>
<tr>
<th>Threshold</th>
<th>2 (0.1%)</th>
<th>5 (0.9%)</th>
<th>10 (2.4%)</th>
<th>20 (11%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>8</td>
<td>46</td>
<td>120</td>
<td>417</td>
</tr>
<tr>
<td>FP</td>
<td>4</td>
<td>12</td>
<td>27</td>
<td>44</td>
</tr>
<tr>
<td>Pre</td>
<td>0.667</td>
<td>0.793</td>
<td>0.816</td>
<td>0.904</td>
</tr>
<tr>
<td>Rec</td>
<td>1.0</td>
<td>0.92</td>
<td>0.876</td>
<td>0.649</td>
</tr>
<tr>
<td>F1</td>
<td>0.8</td>
<td>0.852</td>
<td>0.845</td>
<td>0.755</td>
</tr>
<tr>
<td>Acc</td>
<td>≈ 1.0</td>
<td>0.999</td>
<td>0.996</td>
<td>0.977</td>
</tr>
<tr>
<td>% Reduced</td>
<td>50%</td>
<td>68%</td>
<td>67.9%</td>
<td>58%</td>
</tr>
<tr>
<td># Left</td>
<td>4</td>
<td>16</td>
<td>44</td>
<td>270</td>
</tr>
<tr>
<td>% Reduced*</td>
<td>100%</td>
<td>92%</td>
<td>87.6%</td>
<td>64.9%</td>
</tr>
<tr>
<td># Left*</td>
<td>0</td>
<td>4</td>
<td>17</td>
<td>226</td>
</tr>
</tbody>
</table>
present the results of noise detection using each of the three individual methods, which exhibit their varying detection abilities. Overall, Drebin works best. The Column 6 shows the detection results using the ensemble learning approach, which exhibits a significant improvement compared to when using a single model. This shows that ensemble learning can mitigate the inherent bias from each model, making the noise estimation capability of CL more robust. The last column shows the detection results after noise adjustment using developer-based app relation. Compared to Column 6, it can be seen that app relation helps reduce the number of false positives, improving the precision of noise detection.

Table 4: Noise detection results obtained at each case.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>5% (580)</td>
<td>TP</td>
<td>515</td>
<td>479</td>
<td>558</td>
<td>566</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>154</td>
<td>137</td>
<td>38</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.823</td>
<td>0.800</td>
<td>0.948</td>
<td>0.964</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.981</td>
<td>0.979</td>
<td>0.995</td>
<td>0.996</td>
</tr>
<tr>
<td>10% (1160)</td>
<td>TP</td>
<td>1000</td>
<td>991</td>
<td>1116</td>
<td>1130</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>273</td>
<td>298</td>
<td>63</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.821</td>
<td>0.809</td>
<td>0.953</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.963</td>
<td>0.960</td>
<td>0.999</td>
<td>0.994</td>
</tr>
<tr>
<td>15% (1740)</td>
<td>TP</td>
<td>1482</td>
<td>1466</td>
<td>1634</td>
<td>1661</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>456</td>
<td>511</td>
<td>114</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.804</td>
<td>0.788</td>
<td>0.943</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.938</td>
<td>0.932</td>
<td>0.983</td>
<td>0.987</td>
</tr>
<tr>
<td>20% (2320)</td>
<td>TP</td>
<td>1963</td>
<td>1971</td>
<td>2195</td>
<td>2196</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>634</td>
<td>761</td>
<td>159</td>
<td>112</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.798</td>
<td>0.780</td>
<td>0.939</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.914</td>
<td>0.904</td>
<td>0.975</td>
<td>0.980</td>
</tr>
<tr>
<td>25% (2900)</td>
<td>TP</td>
<td>2334</td>
<td>2372</td>
<td>2706</td>
<td>2690</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>853</td>
<td>936</td>
<td>229</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.767</td>
<td>0.764</td>
<td>0.927</td>
<td>0.934</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.877</td>
<td>0.874</td>
<td>0.963</td>
<td>0.967</td>
</tr>
<tr>
<td>30% (3480)</td>
<td>TP</td>
<td>2532</td>
<td>2676</td>
<td>3169</td>
<td>3142</td>
</tr>
<tr>
<td></td>
<td>FP</td>
<td>1184</td>
<td>1220</td>
<td>314</td>
<td>260</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.704</td>
<td>0.725</td>
<td>0.910</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>Acc</td>
<td>0.816</td>
<td>0.825</td>
<td>0.946</td>
<td>0.948</td>
</tr>
</tbody>
</table>

Answer to RQ2: Both the design of ensemble learning based noise detection and app relation based adjustment have made a positive contribution to MalWhiteout. Ensemble learning significantly improves detection over using separate models, and app relation further helps reduce false positives.

5.4 RQ3: Improvement of Malware Detection

As aforementioned, a correctly labelled dataset is highly important for machine learning based Android malware detection. We next verify the impact of training sets of varying quality on malware detection efforts to see how much MalWhiteout can help improve the performance of existing techniques.

We first divide the ground truth dataset into two parts: 70% of it serves as the training set and 30% as the test set. For the training set, we make three separate training sets of varying quality: (1) Correctly-labelled dataset, i.e., the 70% ground truth training set. (2) Noisily-labelled dataset, i.e., we randomly select a certain percentage of apps from the training set and flip their labels to generate a noisily-labelled dataset. Here we set the noise ratio to 10%. (3) Processed dataset, i.e., after MalWhiteout revises the labels in noisily-labelled dataset, we refer to it as the processed dataset. Next, we train a machine learning based Android malware detection approach using either the correctly-labelled dataset, the noisily-labelled dataset, or the processed dataset, and evaluate the performance of each dataset using the 30% ground truth test set.

In this experiment, we also use Drebin, CSBD and MalScan, as the malware detection approach, respectively, for evaluation. For each approach, it is trained on each of the three datasets and tested on the same test set (using its specific features and classifier). This allows us to understand the impact of the quality of the training set on the performance of a machine learning based malware detection approach. We use the composite metric F-measure to characterize the performance of the classification model, with a higher F1 value indicating better classification ability. Figure 8 shows the performance (F1) of the models trained on the correctly-labelled, noisily-labelled and processed training sets separately, for each malware detection approach. We can observe that all the three approaches yielded minimum F1 values on the noisily-labelled dataset, which were 94.55%, 86.12%, and 92.45%, respectively, indicating that the noisy datasets can impair the capacity of existing machine learning based malware detection efforts. Besides, when trained with the processed dataset (i.e., after the labels being revised by MalWhiteout), the models all achieved significant improvements in malware detection. The improved F1 scores are closer to the upper bounds, i.e., the results obtained by training with the correctly-labelled dataset. Specifically, Drebin was improved 94.55% to 96.28% (upper bound 97.04%), CSBD from 86.12% to 92.82% (upper bound 95.38%) and MalScan from 92.45% to 93.91% (upper bound 95.43%). The F1 of the three models improved by 1.83% (Drebin), 7.78% (CSBD) and 1.58% (MalScan) respectively. Likewise, if we set the noise ratio to 20% in the training set, we observe that the F1 of the three models improved by 2.4% (Drebin), 7.89% (CSBD), and 7.21% (MalScan) respectively. This demonstrates MalWhiteout’s positive contribution to the existing machine learning based Android malware detection efforts in our research community.

Answer to RQ3: A noisy training set can negatively impact the performance of existing machine learning based malware detection techniques. MalWhiteout can improve the performance of these methods by dealing with noise in the dataset.

![Figure 8: Performance comparison of Android malware detection approaches trained on different datasets.](image-url)
5.5 RQ4: Compare with State-of-the-art

To the best of our knowledge, Differential Training [47] (DT) is the only existing work on noise reduction for Android malware datasets. Therefore, we use DT as the baseline and compare with it in terms of noise detection effectiveness and efficiency.

The core idea of DT is to build two deep learning classification models (i.e., noise detection models), one is trained using the whole training set of apps (called WS model) and the other is trained on the randomly down-sampled set of apps (called DS model). It uses a heuristic method to distinguish wrongly-labeled samples by outlier detection on loss vectors generated by the intermediate states of the two models. The labels of the outlier samples are flipped with a certain probability in each iteration, until the fluctuation of the estimated noise ratio becomes smaller than a certain threshold over several iterations. Thus it achieves noise reduction usually requiring a number of iterations. In the pre-processing phase of DT, a machine learning based malware detection approach is selected to transform the raw app files into numeric feature vectors. In our experiments conducted in this paper, we select Drebin malware detection to extract feature vectors which are fed into DT; and use Multi-Layer Perceptron (MLP) with two hidden layers as noise detection models, following the paper [47].

In this experiment, we seek to compare the performance of DT and MalWhiteout. Given that DT uses feature vectors specified by Drebin, we also add a control experiment using only Drebin’s features (i.e., omitting the ensemble learning component) for the sake of fairness. The comparative results are presented in Table 5 and Table 6. We bold the optimal value of each metric.

5.5.1 The Effectiveness of Noise Detection. We first focus on the effectiveness of noise detection. Based on data setup in §5.2, we also design two sets of experiments, i.e., detect label noises from (1) random flipping and (2) VirusTotal labeling. As shown in Table 5 and Table 6, MalWhiteout achieves much better results than DT in all cases, resulting in more true positives, less false positives, a greater proportion of noise being reduced and a smaller amount of noise left. Even with only Drebin’s features, i.e. omitting the ensemble learning process, our approach can still achieve better results than DT (see the last two columns). For noises from random flipping (see Table 5), the difference in effect is particularly noticeable when the noise ratio is relatively low. For example, at a noise ratio of 5%, DT can only reduce noises by less than 30%, whereas MalWhiteout is able to reduce by more than 90% (achieving 218% improvement). With the noise ratio increases, DT works better. At a noise ratio of 20%, DT reduces 76.4% of the wrong labels, which is getting closer to MalWhiteout’s 81.1% and 82.8% (about 8% improvement). For mislabels from VirusTotal labeling (see Table 6), MalWhiteout performs remarkably better than DT. For example, when threshold=2, MalWhiteout performed worst reducing the noise by 50%, while DT produced an intolerable number of false positives and even exacerbated the original noise level. Therefore, MalWhiteout is much more effective than DT.

5.5.2 The Efficiency of Noise Detection. We next take a look at the time cost (# Hours) of the two approaches, which indicates the efficiency and the feasibility in practice. For MalWhiteout, the operations can be divided into three phases: pre-processing (including feature extraction and signature extraction for samples), ensemble-based noise detection and app relation based adjustment. Figure 9 shows the timeline of MalWhiteout’s workflow. The most time-consuming part lies in the feature extraction, with Drebin taking the longest time of 22.5 hours in total. Note that during the pre-processing phase we process the three malware detection methods in parallel, thus the pre-processing takes 22.5 hours in total. Nevertheless, since the same feature extraction (by Drebin)
step is also required for DT, the two methods take equal time for pre-processing and we do not take this into account in the comparison. Therefore, the time duration in Table 5 and Table 6 (# Hours) refers to the time spent on the noise detection process that is performed after the pre-processing step has been completed. For DT, it uses a stop criterion that is similar to the early stopping. Since it reduces the label noises in a gradual way in multiple iterations, the more noises in the dataset the more iterations it requires and the longer time it takes. We can see that MalWhiteout has a stable time cost within 40 minutes (0.68 hour), while DT takes 29.8-170 hours as the noise ratio increase from 5% to 30%. Overall, MalWhiteout is much more efficient compared to DT, being 70 to 249 times faster.

Answer to RQ4: MalWhiteout outperforms the state-of-the-art (i.e., DT) in terms of both the detection effectiveness and efficiency (time cost). This makes MalWhiteout more appealing for practical usage.

6 THREATS TO VALIDITY

Despite the promising results, this work has three potential threats to validity. First, we make an assumption that the majority of samples in the dataset used for malware detection are correctly labelled, thus the maximum noise ratio is taken to be 30% in our experiments. There is a chance that the assumption could be violated but we believe it fits the vast majority of situations. Second, we leverage Confident Learning to estimate noise for malware detection due to its encouraging performance in our preliminary study. However, there are actually other noise handling methods in the research community that could be ported over. We will try more approaches in our future work. Third, we use the developer-based app relation to assist in noise detection, using a majority voting mechanism to infer the samples’ true labels. This allows most of the samples to be labeled correctly. However, we acknowledge that there can exist corner cases where the labels are mistakenly revised, e.g., a real benign app released by a developer who releases a lot of malicious apps will also be considered as malware. Besides, there can be extreme situations where no apps or very few apps share a developer. In that case the app relation based adjustment would not work. Nevertheless, our experiment indicates that even without this step, the detection results produced by ensemble learning look good.

7 RELATED WORK

7.1 Android Malware Detection

Many Android malware detection studies incorporated traditional machine learning methods such as K-nearest Neighbours (KNN), Support Vector Machines (SVM), Decision Trees, Random Forests (RF) and Naive Bayesian (NB) [5, 6, 8, 13, 17, 26, 32, 44, 45, 48]. For example, DroidAPIMiner [5] extracted features relying on the API, package, and parameter level information from apps and used different algorithms (e.g., RF, KNN, SVM, etc.) for classification. In addition, an increasing number of researchers are using deep learning methods for Android malware detection. For example, MalDozer [22] uses features such as the raw sequences of app’s API method calls and relies on deep learning techniques to automatically learn patterns to detect Android malware.

7.2 Label Noise Reduction

A large number of approaches have been proposed to manage noisy labels using traditional machine learning techniques (e.g., KNN, outlier detection) [11, 12, 37]. Besides, researchers have devoted significant effort to improve the robustness of conventional models (e.g., SVM, DT) to the noisy labels [9, 15]. In recent years, an increasing number of studies are using deep learning techniques to overcome the issue of noisy labels [19, 27, 35]. Many efforts [18, 20, 24, 33, 49] focused on the sample selection research direction, i.e., identifying correctly-labeled examples from noisy data via multi-network or multi-round learning. A number of studies [10, 16, 34, 46] have attempted to modify the architecture to model the label transition matrix of noisy datasets, e.g., adding a noise adaptation layer at the top of the softmax layer or designing a new dedicated architecture. Despite all these efforts to deal with noisy labels, there are many challenges in applying them to solve the noise problem in malware detection, such as intolerant false positives. Nevertheless, we admit that advanced noise reduction techniques in the machine learning community can be complementary to this work.

8 CONCLUSION

In this paper, we present a novel noise detection method, MalWhiteout, to reduce label noises in datasets for machine learning based Android malware detection. We exploit existing noise handling techniques, migrating Confident Learning method to the malware detection domain. We further incorporate the idea of ensemble learning and app relation based adjustment to improve MalWhiteout’s robustness. We conduct a comprehensive evaluation on a curated reliable dataset. Experimental results indicate that MalWhiteout is capable of detecting noise with high accuracy and is more effective and greatly faster than the state-of-the-art. Moreover, MalWhiteout can improve the performance of existing machine learning based Android malware detection efforts.
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